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ABSTRACT In this study we use perturbed-Steffensen- Aitken methods to approxi-
mate a locally unique solution of an operator equation in a Banach space. Using projec-
tion operators we reduce the problem to solving a linear system of algebraic equations
of finite order. Since iterates can rarely be computed exactly we control the residuals
to guarantee convergence of the method. Sufficient convergence conditions as well as an
error analysis are given for our method.
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I. INTRODUCTION In this study we are concerned with the problem of
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approximating a locally unique fixed point z* of the nonlinear equation.

T(z)==z, (1)

where T is a continuous operator defined on a convex subset D of a Banach space
E with values in E. The differentiability of T is not assumed. Let T} be another
nonlinear continuous operator from FE into E, and let P be a projection operator

(P*=P)on E.
We introduce the perturbed-Steffensen-Aitken method

Tp41 = T(zn) + PAn(zn+l - zn) — 2y, Ap = [gl(zn)?g2(zﬂ)] (n > O)v (2)

where: [z,y] denotes a divided difference of order one of T; at the points z,y
satisfying

[z,y)(y —z) =Ti(y) = T\(z) forall z,ye D with z#y (3)

and

[z,2] = F'(z) (z€ D) (4)

if T} is Frechet-differentiable D;g,,9. : D — E are continuous operators; the
residual points {z,}(n > 0) are chosen in such a way that iteration {z,}(n > 0)
generated by (2) converges to z*. The important of studying perturbed Steffensen-
Aitken methods comes from the fact that many commonly used variants can be
considered procedures of this type. Indeed the above approximation characterizes
any iterative process in which corrections are taken as approximate solutions of
the Steffensen-Aitken equations. Moreover we note that if for example an equation
on the real line is solved z, — T(z,) > 0(n > 0) and I — PA, overestimates the
derivative, z,, — (I — PA,)"!(z, — T(z,)) is always larger than the corresponding
Steffensen-Aitken iterate. In such cases, a positive z,(n > 0) correction term is
appropriate.

For: P = I(I is the identity operator on E),T(z) = Ti(z)(z € D),q1(z) =
g2(z)(z € D), and z, = 0(n > 0) we obtain the ordinary Newton method [1], [2];
P = I,Ti\(z) = T(z)(z € D),g1(z) = z(z € D), and 2, = 0(n > 0) we obtain
Steffensen method [4], [5]; P = I,T\(z) = T(z)(z € D), g2(z) = g1(z — T(z))(z €
D), and 2z, = 0(n > 0) we obtain Steffensen-Aitken method [4], [5].



Pertubbed-stefeensen-aitken projection methods for ..... 107

It is easy to see that the solution of (2) reduces to solving certain operator equa-
tions in the space E,. If moreover E, is a finite dimensional space of dimension
N, we obtain a system of linear algebraic equations of at most order V.

We provide sufficient convergence conditions as well as an error analysis for the
Steffensen-Aitken method generated by (2).

II. CONVERGENCE ANALYSIS We state the following semilocal conver-

gence theorem.

Theorem Let T,Ty,g1,92 : D — E be continuous operators defined on a conver
subset D of a Banach space E with values in E, and P be a projection operator on
E. Moreover, assume: '

(a) there exists zy € D such that By = I — P Ay is invertible;

(b) there exist nonnegative numbers a;, R, ¢=0,1,2,---,9 such that

1B5" P([z,y] = [v, w])ll < ao(llz = vl + [ly — wl)), (5)

NBs (2o~ T(@o))| S ar, (6)

185" P([z,y] = [91(2), 22(2)DIl < az(llz = g1 ()]l + lly = g2()),  (7)
IB5H(QTh(z) = QTi(y))l S aslle —yll, @=1-P, (8)

1B (F(2) = FG)II < aullz = yll, F(z) = T(z) - Ti(2), (9)

Iz = g1(2)|| < as|| B~ (2)(z ~ T(z) — 2(2))ll, B(z) =1I- PA(z),

for some continuous function z:D — E, (10)
Iz~ 022)] < asll B~ (@)(e ~ Tz) ()]l an)
B3 (2n = 2n-1)l| € @rllza — zna]l (0 21), (12)

lg1(z) — (¥l < asllz —yll, a5 €]0,1), (13)
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and

llg2(7) = g2(¥)ll < asllz —yll, a9 €10,1), (14)

forall z, y, v, w € U(ro, R) = {x € Ell|z — zol| £ R} C D;
(c) the sequence {z,}(n > 0) is null;

(d) there exists a minumum nonnegative number r* satisfying

G(r')<r* and r"<R (15)
where
as(1 + ag + ag)r + (a3 + a4 + a7)
G(r) = ; 16
(r) =a: + [a — ao(ag + ag)r][l — az(as + ag)rB(r)) T (16)
and
B(r) = [1 = ao(ag + ag)r]™ (17)
(e) the numbers r*, R also satisfy
r* < ! (18)
az(as + as) + ao(ag + ay)
. < llg1(zo) — zol|
> WJ1vr0/ — =0l
s (19)
« < llg2(z0) — 2ol
> Hg928+0) 7 2ol
r= 1 — dg (19)
b=a(r,R) < 1. (21)

where

az(l +as+ aqi(s +t)+az+aq -
1) = e : , e, R 22
a(s ) [1 — ao(ag + (19}8}“ - (12((15 — ae)(s + t)ﬂ(S)] s N ] ( )
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and
fim o= @)
where
o= ", cm=llzal, Ba=I-PA, (n20)  (24)
m=0
- Then

(i) the scalar sequence {t,} (n > 0) generated by

to = 0, tl =a Z ”.’L'] — .’Eo”, (25)

az(1+ as + ag)(tn — tuo1) + as + a4 + ar
[1 — ao(as + ag)t,][1 — az(as + ag)(tn — tn-1Bn

t'n+1 =t, + ](t'n - t'n-—l) (TL > 1)

(26)
is monotonically increasing, bounded above by r* and lim,_, o t, = r*, with §, =
[1 - a()(ag + ag)tn]—l (n Z 0)

(i) The perturbed-Steffensen-Aitken method generated by (2) is well defined, re-
mains in U(zg,r*) for all n > 0, converges to a unique fized point z* of T in

U(IL‘(), R)
Moreover the following error bounds hold:

Iz zall < az(1 + as + a9)l|zy — Tn-1|| + as + a4 + a7
nt+l T Ln|| =
* [1 — aolas + as)l|zn — zo|][1 - az(as + ae)l|zn — zn-1(|Ba]

2w = Zusll(m > 1) @)
lZns1 — Zoll Sty =t (R 20) (28)

and
lzn =2 | < 77—t (n20), (29)

where B, = [1 — ag(ag — ag)||z, — zo|]]”!  (n > 0)
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Proof (i) By (15) and (25) we get 0 < tp < ¢t < r*. Let us assume 0 < ¢ <
ty < r*for k =1,2,---,n. It follows from (18) and (26) that 0 < ¢, < tp41.
Hence, the sequence {¢,}(n > 0) is monotonically increasing. Moreover using
(26) we get in turn

ax(l + ag + ag)r* + az+ a4 + az
[1 — ao(as + ag)r*][1 — az(as + as)r*B(r*)]
ax(1 4+ ag + ag)r*az + a4 + a7
[1 — ao(as + ag)r*)[a — az(as + ag)r*B(r*)]
< Gy <t (by (15)) |

(tk — tk-1)

IN

tet1 e +

(tk — to)

IN

...Sal+

That is the sequence {tn}(n > 0) is also bounded above by r*. Since r* is the
minimum nonnegative number satisfying G(r*) < r*, it follows that lim,_ t, =

*

r.

(ii) By hypothesis (15) and the choice of a; it follows that z; € U(zg,7*). From
(19) and (20) we get g1(0), g2(z0) € U(zo,r*). Let us assume z¢41,91(2x), g2(zk) €
U(zo,r*) for k =0,1,---,n — 1. Then from (13), (14), (19) and (20) we get :

g1(zk) — zoll < llgr(zk) — gr1(zo)ll + |lg1(20) — zo|| < asllzs — zo|| + llg1(20) — zo]|
<agr* + ||g1(xo) — zof| < 7°
and

lgz(zk) — ol < llga(zk) — g2(xo)l] + l|lg2(20) — Tol| < asllzk — zol| + ||g2(z0) — zol|
< agr® + ||ga(xo) — zo| L 7

Hence gi(x,), g2(zn) € U(a:o,;‘). Using (5), (13), (14) and (17) we obtain
I B (B = Bo)ll < ao(llgi(zo) — g1(zx)|| + llg2(z0) — g2(zs)]])
< ao(as + ag)||zo — zk|| < ag(as + ag)r* <1

It follows from the Banach lemma on invertible operators [3] that By is invertible
and
1

— ag(as + as)||zx — zo|

1By Boll < 1 = B (30)
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Using (2) we obtain the approximation |
iy — Tk = B (T(zx) — ok — 2) = (B; ' Bo) B!
{(PT\(zx) = PTy(zk-1) — Plg1(zk=1), g2(xh—1)] (zh — Thm1)
+HQTi(zk) — QTi(zk-1) + (F(2k) — F(zk-1)) + (261 — 21)} (31)

From (7), we get
| B5  [PTy(zx)— PTy(2k-1)— PAk-1(ze—zk-1)]|| < || B P([2h—1, Tk]— Akt )(Th—2 k1)
< ag(llzk-1 — gi(ze-1)|| + |2k — ga(zr—r)Dllzk — zr-1l (32)

and since by (10), (11), (13), (14)

lzk-1 = zill + llg1(z) — gr(ze—1)l + |2k — g1 ()]}

lzk — 2kl + asllze — zha || + asl| By 2k — T(2k) — 2l
zr — g2(zi )|l + Ilg2(2x) — g2(zk-1)||

ag|| By 2k — T(zk) — 26)|| + aollzk — 24|

k-1 — g1(ze1)

llzx — g2(zk-1)||

IANIA N A

(32) gives
| Bg {PT1(zx) — PTi(zk-1) — PAr_1(zk — zk-1)|| < a2(1 + as + ao)llzi — zey ||

+ az(as + ao)l| By (zk — T(zi) — 2)lll|zk — zia | (33)

Moreover from (8), (9) and (12) we obtain respectively

185 (QTi(z4) ~ QTi(z4—1 )|l < asllzi =zl (k21) (34)
IBs ' (F(ax) = Fzi-)ll < aallzi — 2]l (k21) (35)

and
1B (26 = zea)ll < arllzi — 2ol (k2 1) (36)

Furthermore (31) because of (30), (33)-(36) finally gives (27) for n = k.
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Estimate (28) is true for n = 0 by (25). Assume (28) is true for k =0,1,2,---,n—
1. Then from (26), (27) and the induction hypothesis it follows that (28) is true
for k = n. By (28) and part (i) it follows that iteration {z,}(n > 0) is Cauchy in
a Banach space E and as such it converges to some z* € U(xq,7*) (since U(zo, r*)
is a closed set). Using hypothesis (c) and letting n — oo in (2) we get * = T(z*).
That is z* is a fixed point of T. Estimate (29) follows immediately from (28) using
standard majorization techniques [2], [3].

Finally to show uniqueness let us assume y* € U(zo, R) is a fixed point of equation
(1). Asin (31) we start from the approximation.

Tnp1 =Y = (B;_IBO)BO_I{[PTI(In) - PTl(y*) - PAn(xn - y*)]
+ [QT(zs) = QTh(y")] + [F(zn) — F(y™)] = 2z}

and using (5), (7)-(11), (13), (14), (21), (22) and (24) we get

lznn =yl S bllza =yl +ea < S oo~y +¢2 (n20)  (37)
By letting n — oo as using (21) and (23) we get lim,_, o , = y*. It follows from
the uniqueness of the limit that z* = y*.

That completes the proof of the Theorem.

Remarks

(1) Conditions (19) and (20) guarantee g,(z), g2(z) € U(zo,r*) for x € U(zq,r*).
Hence condition (7) can be dropped and we can set a; = ag. However it is hoped
that a; < aq.

(2) It can easily be seen that the first inequality in (15) can be replaced by the
system of inequalities (17), (18) and

f(r) <0

where

f(r) = dor* + dir + do
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with

by = a2(1+ ag + ag), b2 =as+ as+ az, bz = ao(as + as) + az(as + as)

dy = bi+bs
d = b—1-ba

and dg = a;.
(3) Condition (23) is satisfied if and only if z, = 0(n > 0)

(4) Tt can easily be seen from (10) and (11) that conditions (19) and (20) will
be satisfied if as + ag < 1 and ag + a9 < 1 for ™ # 0. Indeed from (10) we
have ||zo — g1(z0)]| £ as]|z1 — 2o|| < asr*. Hence (19) will be certainly satisfied if
ast* < (1 — ag)r*. That is if as + ag < 1. We argue similarly for (20).
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