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COMPARATIVE NUMERICAL STUDY BETWEEN
LINE SEARCH METHODS AND MAJORANT FUNCTIONS

IN BARRIER LOGARITHMIC METHODS
FOR LINEAR PROGRAMMING

SORAYA CHAGHOUB∗ and DJAMEL BENTERKI†

Abstract. This paper presents a comparative numerical study between line
search methods and majorant functions to compute the displacement step in
barrier logarithmic method for linear programming. This study favourite majo-
rant function on line search which is promoted by numerical experiments.
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1. INTRODUCTION

The linear programming is one of the most successful topic in operational
research, that comes from the modelling power it offers despite the inherent
limitation imposed by the linearity of the functions involved, the richness of
the theory that it initiated and which allowed the development of extremely
efficient algorithms for its resolution, and the stability of available algorithms.
There exist two classes of methods for the resolution of linear programming
methods, simplex method and interior point methods. In this context, we are
interesting in the class of interior point methods. These last methods, have
as a principle the construction of a series of interior points of the feasible do-
main which from a strictly feasible initial point converges towards the optimal
solution. We classify them in three categories: affine method [7], projective
method with potential reduction of Karmarkar [1, 2, 8] and central trajectory
of logarithmic barrier type [3, 4, 5, 6, 9, 10]. In this paper, we are interesting
in the last category.

The aim of this paper is to present a comparative numerical study between
line search methods and majorant function to compute the step-size along the
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direction in barrier logarithmic methods for the following linear programming
problem:

(D)


min bty
Aty > c
y ∈ Rm,

where A ∈ Rm×n, such that rank(A) = m < n, b ∈ Rm, c ∈ Rn.
We denote by SD = {y ∈ Rm : Aty − c ≥ 0}, the feasible solution set of

(D).
S0
D = {y ∈ Rm : Aty − c > 0}, the strictly feasible solution set of (D).

In the following, we suppose that the set S0
D is not empty. The problem (D)

is approximated by a series of perturbed problems without constraints defined
by

(Dr)
{

min fr(y)
y ∈ Rm,

where r > 0 is a barrier parameter and fr is a barrier function defined by

fr(y) =

 bty + nr ln r − r
n∑
i=1

ln〈ei, Aty − c〉, if Aty − c > 0

+∞, otherwise,

where ei are the elements of the canonical base in Rn.
The paper is organized as follows. In Section 2, we present the results for the

existence and the uniqueness of the optimal solution of (Dr) given by Menniche
et al. [10], as well as the convergence of the problem (Dr) towards the problem
(D). In Section 3, we describe the logarithmic barrier algorithm based on the
Newtons approach, and the majorant function proposed by Menniche et al. in
[10]. Section 4 reports and compares the numerical test results obtained by
the proposed algorithm. Finally, a conclusion and perspectives are drawn in
Section 5.

2. EXISTENCE AND UNIQUENESS OF THE SOLUTION OF THE PROBLEM (Dr)

In the following lemma, we give the result of existence and uniqueness of
the optimal solution of the problem (Dr)

Lemma 1. [10] Let fr be inf-compact and strictly convex, therefore the prob-
lem (Dr) admits a unique optimal solution.

Menniche et al. [10] proved that the function fr is inf-compact and strictly
convex, therefore (Dr) admits a unique optimal solution, and they gave the
following Lemma that ensures the convergence of (Dr) to (D).

2.1. Convergence of (Dr) to (D).

Lemma 2. [10] For r > 0, let yr an optimal solution of the problem (Dr),
then there exist y ∈ SD an optimal solution of (D) such that: limr→0 yr = y.
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As (Dr) is a strictly convex problem, then the conditions of KKT are nec-
essary and sufficient. Then, solving the problem (Dr) is equivalent to solve
the nonlinear system

∇fr(yr) = 0

3. LOGARITHMIC BARRIER METHOD TO SOLVE THE PERTURBED PROBLEM

We use a logarithmic barrier interior point method. This type of methods
are based on the optimality conditions which are necessary and sufficient, they
consist of constructing a sequence of iterate

yk+1 = yk + tkdk,

where the descent direction dk is the solution of the system
Hkdk = −∇fr(yr),

and tk is the displacement step chosen in such a way that yk+1 be strictly
feasible i.e., yk + tkdk satisfying the condition At(yk + tkdk)− c > 0.

3.1. Prototype algorithm. In the following, we consider yk instead of yrk
and y instead of yr.

Begin algorithm
Initialization: y0 is a strictly feasible solution of (D), d0 ∈ Rm, ε a given

precision, k = 0.
While |btdk| > ε do
- Resolve the system Hkdk = −∇fr(yk).
- Compute the displacement step tk.
- Take yk+1 = yk + tkdk and k = k + 1.
End While.
End algorithm.

3.2. Effective computation of the displacement step. We propose two
strategies to compute the displacement step:

3.2.1. Line search method (LR). Such as the method of Goldstein-Armijo, Fi-
bonacci, Wolfe,... etc. They are based on the minimization of the unidimen-
sional function

ϕ(t) = min
t>0

fr(y + td).

Unfortunately, they are expensive in computational volume.

3.2.2. Principle of majorant function. A majorant function θ̂ must be close to
θ(t) = 1

r [fr(y + td)− fr(y)] ,

which must give the min
t
θ̂(t) in [0, t̂] by a simple and easy manner.

Menniche et al. [10] gave a simple form for the function θ, which is presented
in the following lemma:
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Lemma 3. [10] Let t̂ = sup{t, 1 + tzi} with zi = 〈ei,A
td〉

〈ei,Aty−c〉 , ∀i = 1, ..., n.
For all t ∈ [0, t̂], the function θ(t) is well defined and written in the following
form:

θ(t) = t

(
n∑
i=1

zi − ‖z‖2
)
−

n∑
i=1

ln(1 + tzi), t ∈ [0, t̂[.

Furthermore, θ(t) verifies the following properties :

θ(0) = 0, ‖z‖2 = θ
′′(0) = −θ′(0).

3.3. Majorant function. In 2017, Menniche et al. [10] proposed three majo-
rant functions. In this paper, we are interested in their best majorant function
defined as:

θ̂0(t) = tγ − (n− 1) ln(1 + tα)− ln(1 + tβ)

such as
γ = nz − ‖z‖2
α = z + σz√

n−1
β = z − σz

√
n− 1

In addition, they proved in [10] that the majorant function θ̂0 is defined and
convex on [0, t̂], θ(t) < θ̂0(t) (θ̂0 majorant function of θ on [0, t̂]), and the
function θ̂0 verifies the following properties:

θ̂0(0) = 0, ‖z‖2 = θ̂0
′′(0) = −θ̂0

′(0).

The majorant function θ̂0 reaches its minimum at the point

t∗ = b0 −
√
b2

0 − c0

where
b0 = 1

2(nγ −
1
α −

1
β ) and c0 = −‖z‖

2

γαβ .

Lemma 4. [10] Let yk+1 and yk are two strictly feasible solutions of (Dr),
obtained respectively at the iteration k+1 and k, so we have fr(yk+1) ≤ fr(yk).

4. NUMERICAL TESTS

In this part, we present comparative numerical tests to confirm and consoli-
date the numerical performances of the best majorant function θ̂0 given in [10]
with respect to line search method of Wolfe. We have tested examples of both
fixed and variable size. The tested examples are implemented in MATLAB,
with a precision ε ∈ [10−6, 10−2].
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4.0.1. Examples with fixed size.

Example 5. A = ( 1 0 0 0
0 1 0 0 ) , b = ( 2, 2 )t, c = ( 1, 1, −1, −1 )t.

- The initial strictly feasible solution is y0 = ( 1.5, 1.5 )t
- The optimal solution found is : y∗ = ( 1, 1 )t after :
- 13 iterations in 0.100 s using the line search.
- 17 iterations in 0.053 s using majorant function.

Example 6. A =
(
−2 −1 0 1 0 0
0 0 −1 0 0 1
0 −1 −1 −1 −1 −1

)
,

b = ( 0, 0, −1 )t, c = ( −3, 1, −1, 0, 0, 0 )t
- The initial strictly feasible solution is y0 = ( −1, −1, −2 )t
- The optimal solution found is : y∗ = ( −0.5, −0.0713, −0.5 )t after:
- 33 iterations in 0.128 s using the line search.
- 9 iterations in 0.063 s using majorant function.

Example 7. A =


−1 0 4 −3 −1 −1 −1 0 0 0 0 0
−5 −3 −1 0 1 −3 0 −1 0 0 0 0
−4 −5 3 −3 4 −1 0 0 −1 0 0 0
0 1 0 −2 −1 5 0 0 0 −1 0 0
−2 −1 −1 −1 −2 −2 0 0 0 0 −1 0
−2 3 −2 1 −4 −5 0 0 0 0 0 −1


b = ( −1, −4, −4, −5, −7, −5 )t,
c = ( 4, 5, 1, 3, −5, 8, 0, 0, 0, 0, 0, 0 )t
- The initial strictly feasible solution is y0 = (−0.5, −4, −1, −1, −1, −1)t
- The optimal solution found is: y∗ = ( −0.5, −1.5, 0, 0, −1.5, 0 )t

after:
- 34 iterations in 0.306 s using the line search.
- 25 iterations in 0.009 s using majorant function.

Example 8. A =



−1 −6 −11 −1 −3
−2 −7 −12 −10 −9
−3 −8 −13 −20 −27
−4 −9 −14 −30 −60
−5 −10 −15 −40 −45
−5 −5 −6 −50 −60
−4 −2 −7 −60 −75
−3 −8 −80 −80 −8
−2 −3 −90 −90 −9
−1 −1 −10 −10 −46
−1 0 0 0 0
0 −1 0 0 0
0 0 −1 0 0
0 0 0 −1 0
0 0 0 0 −1



t

bi = −104, i = 1, ..., 5,
c = (−1, −1, −1, −1, −1, −1, −1, −1, −1, −1, 0, 0, 0, 0, 0)t
- The initial strictly feasible solution is y0 = ( −1, −1, −1, −1, −1 )t
- The optimal solution found is : y∗ = ( 0, 0, −0.0888, 0, −0.0078 )t

after:
- 22 iterations in 0.170 s using the line search.
- 42 iterations in 0.009 s using majorant function.
We note by:
- LR : the strategy that uses line search of Wolfe.
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- MF : the strategy that uses majorant function.
- Itr : the number of iterations needed to find an optimal solution.
- time: run time in seconds.

The following table summarizes the obtained results.

method LR method MF
ex (m, n) Itr time (s) Itr time (s)
ex5 (2, 4) 13 0.100 17 0.053
ex6 (3, 6) 33 0.128 9 0.063
ex7 (6, 12) 34 0.306 25 0.009
ex8 (5, 15) 22 0.170 42 0.009

Table 1. Numerical results for the fixed size examples.

4.0.2. Example with variable size.

Example 9.

(D)

 min
m∑
i=1

2yi
yi − 1 ≥ 0, i = 1, ...,m, n = 2m.

y0 = ( 1.5, 1.5, ..., 1.5 )t ∈ Rm is strictly feasible.
The optimal solution is y∗ = ( 1, 1, ..., 1 )t ∈ Rm.

The following table summarizes the results obtained for the different sizes.

size(m, n) method LR method MF
(m, n) Itr time (s) Itr time (s)
(100, 200) 90 14.426 22 0.406
(200, 400) 89 120.047 23 34.562
(300, 600) 72 671.713 23 132.719
(400, 800) 83 1312.761 24 305.578

Table 2. Numerical results for the variable size example.

5. CONCLUSION AND PERSPECTIVES

According to the numerical study that we have done, we conclude that the
strategy of the majorant function seems more effective in time and number of
iterations than that of the line search, these results encourage us to look for
another better approximate functions to further improve the behaviour of in-
terior point algorithms, and extend this study to other optimization problems
that are not necessarily linear.
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