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#### Abstract

Several questions concerning the second order modulus of smoothness are addressed in this note. The central part is a refined analysis of a construction of certain smooth functions by Zhuk and its application to several problems in approximation theory, such as degree of approximation and the preservation of global smoothness. Lower bounds for some optimal constants introduced by Sendov are given as well. We also investigate an alternative approach using quadratic splines studied by Sendov.
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## 1. INTRODUCTION

The present note could have likewise been called "Note on a paper by Zhuk" or "Note on a paper by Sendov", which was also a preliminary title of this work. The point about this somewhat unusual introductory remark is that both Sendov and Zhuk have recently dealt (again) with certain natural questions concerning the classical second order modulus of continuity (denoted by $\left(\omega_{2}\right)$ which have not yet been completely clarified. More precisely, the authors mentioned used different methods to construct smooth functions satisfying certain estimates in terms of $\omega_{2}$ and involving small constants. However, in spite of both authors' interesting work and that of many others in the field, the question of best possible constants in inequalities of this type remains open. We take the liberty to cite from the paper [24] by Xin-long Zhou and the first author of this note, where it was stated that $\omega_{2}$ is a quantity which is not quite well understood yet. In the present paper we give refined analyses of the methods of Zhuk and Sendov, as well as a number of applications.

[^0]Let us first introduce some notation. For a compact interval $[a, b], a<b$, of the real axis we denote by $C[a, b]$ the space of all real-valued continuous functions on $[a, b]$, equipped with the usual sup norm given by $\|f\|_{C[a, b]}=$ $\|f\|_{\infty}=\max \{|f(x)|: x \in[a, b]\}$. For $r \in \mathbb{N}$ we write

$$
C^{r}[a, b]=\left\{f \in C[a, b]: f^{(r)} \in C[a, b]\right\},
$$

and
$W_{r, \infty}[a, b]=\left\{f \in C[a, b]: f^{(r-1)}\right.$ is absolutely continuous with $\left\|f^{(r)}\right\|_{L_{\infty}[a, b]}<$ $\infty\}$, where $\|f\|_{L_{\infty}[a, b]}=\|f\|_{\infty}=\operatorname{vrai} \sup \{|f(x)|: x \in[a, b]\}$.

By $\prod_{n}[a, b], n \in \mathbb{N} \cup\{0\}$, we denote the linear space of algebraic polynomials of degree at most $n$. For $f \in C[a, b]$ and $[c, d] \subseteq[a, b]$, we write $E_{n}(f ;[c, d])$ for the approximation constant of $\left.f\right|_{[c, d]}$ with respect to $\Pi_{n}[c, d]$. Special polynomials needed below will be $e_{i}, i \in \mathbb{N} \cup\{0\}$, the $i$-th monomials given by $e_{i}(x)=x_{i}$.

The problem discussed here essentially originated in a paper G. Freud [13]. In 1959 he proved a certain assertion which Brudnyĭ later generalized to the following theorem of utmost importance in approximation theory.

Theorem 1.1 (Brudny̆̆, [7, Proposition 2]). Let $f \in C[0,1]$ and $s$ be a prescribed natural number. Then there exists a family of functions $\left\{f_{s, h}: 0<\right.$ $\left.h \leq s^{-1}\right\} \subseteq W_{s, \infty}[0,1]$ such that

$$
\begin{align*}
\left\|f-f_{s, h}\right\|_{\infty} & \leq A_{s} \omega_{s}(f ; h)  \tag{1.1}\\
\left\|f_{s, h}^{(s)}\right\|_{L_{\infty}} & \leq B_{s} h^{-s} \omega_{s}(f ; h) \tag{1.2}
\end{align*}
$$

Here $\omega_{s}$ denotes the (classical) $s$-th order modulus of continuity it,e.g, [27]), and the constants $A_{s}$ and $B_{s}$ depend only on $s$. Sometimes we shall write $\omega_{s}(f ; h ;[a, b])$ in order to explicitly indicate that the modulus is taken over the interval $[a, b]$. If we use the notation $\omega_{s}(f ; h)$, this means that the modulus is taken over the interval of definition of the function $f$.

It is of interest to have information on the magnitude of the constants $A_{s}$ and $B_{s}$ figuring in the above theorem. There are two recent contributions by Zhuk [35] and Sendov [28] in which this problem is discussed from different points of view. In the present note we shall further discuss Zhuk's approach, give lower bounds for the cases $s=1$ and $s=2$, and include a number of applications. Special emphasis will be on the case $s=2$. In the final section we also deal with Sendov's approach, which is closely related to Freud's paper mentioned earlier.

At several stages of this note, Bernstein polynomials over an interval $[a, b]$ will be used. For $n \in \mathbb{N}, f \in C[a, b]$ and $x \in[a, b]$, these are given by

$$
\begin{equation*}
B_{n}(f ; x)=\frac{1}{[b-a]^{n}} \sum_{k=0}^{n} f\left(a+k \frac{b-a}{n}\right)\binom{n}{k}(x-a)^{k}(b-x)^{n-k}, a \leq x \leq b . \tag{1.3}
\end{equation*}
$$

As is well known, the polynomials $B_{n} f$ approximate the continuous function $f$ arbitrarily well, as $n \rightarrow \infty$. Thus, for $n=n(\varepsilon)$ large enough, we have $\left\|f-B_{n} f\right\|<\varepsilon$ for any $\varepsilon>0$ given.

## 2. FURTHER ESTIMATES FOR ZHUK'S FUNCTIONS

Let us first recall Zhuk's approach to constructing his smoothing functions $S_{h}(f, \cdot)\left(=f_{2, h}(\cdot)\right) \in W_{2, \infty}[a, b]$.

For $f \in C[a, b]$, define first the extension

$$
f_{h}:[a-h, b+h] \rightarrow \mathbb{R}
$$

by

$$
f_{h}(x):=\left\{\begin{array}{c}
P_{-}(x), a-h \leq x \leq a, \\
f(x), a \leq x \leq b, \\
P_{+}(x), b<x \leq b+h .
\end{array}\right.
$$

Here $\left\|f-P_{-}\right\|_{C[a, a+2 h]}=E_{1}(f ; a, a+2 h)$, and $\left\|f-P_{+}\right\|_{C[b-2 h, b]}=$ $E_{1}(f ; b-2 h, b)$, i.e., $P_{-}, P_{+} \in \prod_{1}$ are the best approximations to $f$ on the intervals indicated.

Then Zhuk defined the second order Steklov means

$$
S_{h}(f, x):=\frac{1}{h} \cdot \int_{-h}^{h}\left(1-\frac{|t|}{h}\right) f_{h}(x+t) d t, \quad x \in[a, b],
$$

and showed the following
Lemma 2.1 ([35, Lemma 1]). Let $f \in C[a, b], 0<h \leq \frac{1}{2}(b-a)$. Then
(i) $\left\|f-S_{h}(f ; \cdot)\right\|_{C[a, b]} \leq \frac{3}{4} \cdot \omega_{2}(f ; h)$,
(ii) $\left\|\left(S_{h} f\right)^{\prime \prime}\right\|_{L_{\infty}[a, b]} \leq \frac{3}{2} \cdot h^{-2} \cdot \omega_{2}(f ; h)$.

In the next lemma we show that there is a pointwise refinement of Lemma 2.1 ( $i$ ) in the sense that in the middle of the interval the constant $3 / 4$ can be decreased. For the sake of simplicity we treat only the cases $[a, b]=[0,1]$. The pointwise improvement reads as follows.

Lemma 2.2. Let $f \in C[0,1], 0<h \leq \frac{1}{2}$ and let $S_{h}(f, \cdot)$ be given as above. Then

$$
\left|S_{h}(f ; x)-f(x)\right| \leq\left\{\begin{array}{cc}
\left(\frac{1}{2}+\frac{1}{4} \cdot \frac{(h-x)^{2}}{h^{2}}\right) \cdot \omega_{2}(f ; h), & 0 \leq x<h \\
\frac{1}{2} \cdot \omega_{2}(f ; h,), & h \leq x \leq 1-h \\
\left(\frac{1}{2}+\frac{1}{4} \cdot \frac{\left(1-h-x^{2}\right)}{h^{2}}\right) \cdot \omega_{2}(f ; h), & 1-h<x \leq 1
\end{array}\right.
$$

Proof. We first rewrite $S_{h}(f, x)$ as follows:

$$
S_{h}(f ; x)=\frac{1}{h} \cdot\left[\int_{0}^{h}\left(f-\frac{t}{h}\right) \cdot f_{h}(x+t) d t-\int_{h}^{0}\left(1-\frac{t}{h}\right) \cdot f_{h}(x-t) d t\right]
$$

$$
=\frac{1}{h^{2}} \cdot \int_{0}^{h}(h-t) \cdot\left(f_{h}(x+t)+f_{h}(x-t)\right) d t
$$

Let $x \in[h, 1-h], h \leq \frac{1}{2}$. Then for $t \in[0, h], h \leq x+t \leq 1$ and $0 \leq x-t \leq$ $1-h$, i.e., $x \pm t \in[0,1]$.

Hence

$$
S_{h}(f ; x)=\frac{1}{h^{2}} \cdot \int_{0}^{h}(h-t) \cdot(f(x+t)+f(x-t)) d t
$$

Since

$$
\frac{1}{h^{2}} \cdot \int_{0}^{h}(h-t) d t=\frac{1}{2}
$$

we have

$$
\begin{aligned}
\left|S_{h}(f ; x)-f(x)\right| & =\left|\frac{1}{h^{2}} \cdot \int_{0}^{h}(h-t)(f(x+t)-2 f(x)+f(x-t)) d t\right| \\
& \leq \frac{1}{h^{2}} \cdot \int_{0}^{h}(h-t) \cdot \omega^{2}(f ; t) d t \\
& \leq \frac{1}{h^{2}} \cdot \int_{0}^{h}(h-t) d t \cdot \omega_{2}(f ; h)=d t \frac{1}{2} \cdot \omega_{2}(f ; h) .
\end{aligned}
$$

Let $0 \leq x<h \leq \frac{1}{2 h}$. Then $x+t \in[0,2 h]$ and $x-t \in[-h, h]$, if $t \in[0, h]$. In this case,

$$
\begin{aligned}
& S_{h}(f ; x) \frac{1}{h^{2}} \cdot \int_{0}^{h}(h-t) \cdot\left(f(x+t)+f_{h}(x-t)\right) d t= \\
& =\frac{1}{h^{2}} \cdot\left(\int_{0}^{x}+\int_{x}^{h}\right)(h-t) \cdot\left(f(x+t)+f_{h}(x-t)\right) d t \\
& =\frac{1}{h^{2}} \cdot\left\{\int_{0}^{x}(h-t) \cdot(f(x+t)+f(x-t)) d t\right. \\
& \left.\quad+\int_{x}^{h}(h-t) \cdot\left(f(x+t)+P_{-}(x-t)\right) d t\right\}
\end{aligned}
$$

This implies

$$
\begin{aligned}
\left|S_{h}(f ; x)-f(x)\right|= & \left\lvert\, \frac{1}{h^{2}} \cdot\left\{\int_{0}^{x}(h-t)(f(x+t)-2 f(x)+f(x-t)) d t\right.\right. \\
& \left.+\int_{x}^{h}(t-t) \cdot\left(f(x+t)-2 f(x)+P_{-}(x-t)\right) d t\right\} \mid \\
\leq & \frac{1}{h^{2}} \cdot \int_{0}^{x}(h-t) \cdot \omega_{2}(f ; t) d t \\
& +\frac{1}{h^{2}} \cdot \int_{x}^{h}(h-t) \cdot\left|f(x+t)-2 f(x)+P_{-}(x-t)\right| d t .
\end{aligned}
$$

Here we have

$$
\left|f(x+t)-2 f(x)+P_{-}(x-t)\right| \leq
$$

$$
\begin{aligned}
\leq & \left|P_{-}(x-t)-2 P_{-}(x)+P_{-}(x+t)\right| \\
& +2 \cdot\left|P_{-}(x)-f(x)\right|+\left|P_{-}(x+t)-f(x+t)\right|
\end{aligned}
$$

Since $P_{-} \in \Pi_{1},\left|P_{-}(x-t)-2 P_{-}(x)+P_{-}(x+t)\right|=0$.
For the remaining two differences we have, for, $y \in\{x, x+t\} \subset[0,2 h]$,

$$
\left|P_{-}(y)-f(y)\right| \leq \frac{1}{2} \cdot \omega_{2}(f ; h)
$$

The latter inequality follows from the second part of the following lemma due to Burkill [8, Lemma 5.2] and Whitney [33]. See also [29] or [30, Lemma 2.3 ], and [3] for the first part and [35, Lemma 1], proof of for the second one. The first part will be used later on.

Lemma 2.3. For a compact interval $[\alpha, \beta]$ and $f \in C[\alpha, \beta]$, the following are true:
(i) If $\ell$ denotes the linear function interpolating $f$ af $\alpha$ and $\beta$, then

$$
|f(x)-\ell(x)| \leq \omega_{2}\left(f ; \frac{\beta-\alpha}{2}\right) \text { for all } x \in[\alpha, \beta]
$$

(ii) If $P_{1}$ is the best approximation to $f$ by elements of $\prod_{1}$, then

$$
\left|f(x)-P_{1}(x)\right| \leq \frac{1}{2} \cdot \omega_{2}\left(f ; \frac{\beta-\alpha}{2}\right) \text { for all } x \in[\alpha, \beta]
$$

Proof of Lemma 2.2 (cont'd): Hence for $0 \leq x \leq h$,

$$
\begin{aligned}
\left|S_{h}(f ; x)-f(x)\right| & \leq \frac{1}{h^{2}} \int_{0}^{x}(h-t) \omega_{2}(f ; t) d t+\frac{1}{h^{2}} \int_{x}^{h}(h-t) \frac{3}{2} \omega_{2}(f ; h) d t \\
& \leq \frac{1}{h^{2}} \int_{0}^{x}(h-t) \omega_{2}(f ; h) d t+\frac{1}{h^{2}} \int_{x}^{h}(h-t) \frac{3}{2} \omega_{2}(f ; h) d t \\
& =\frac{1}{h^{2}} \omega_{2}(f ; h)\left(\int_{0}^{x}(h-t) d t+\int_{x}^{h} \frac{3}{2}(h-t) d t\right)
\end{aligned}
$$

Here

$$
\int_{0}^{x}(h-t) d t+\frac{3}{2} \int_{x}^{h}(h-t) d t=\frac{1}{2} h^{2}+\frac{1}{4}(h-x)^{2}
$$

giving the desired inequality for $0 \leq x<h$. The remaining case $1-h<x \leq 1$ can be treated analogously to the first one, and thus the proof is complete.

As can be seen from the example below (see Section 4 in particular), it is sometimes convenient to have estimates for lower order derivatives of $S_{h} f$ available as well. See [21] for another situation in which such estimates are useful. In the following lemma we supplement the estimates from Lemmas 2.1 and 2.2 in this sense. Cf. Lemma 2.2 in [20], where similar inequalities for second order Steklov means were given (based upon different extensions of $f$, however).

Lemma 2.4. Let $f, h$ and $S_{h} f$ be given as in Lemma 2.1 Then

$$
\left.\| S_{h} f\right)^{\prime} \|_{C[a, b]} \leq \frac{1}{4}\left[2 \cdot \omega_{1}(f ; h)+\frac{3}{2} \cdot \omega_{2}(f ; h)\right]
$$

and

$$
\left\|S_{h} f\right\|_{C[a, b]} \leq\|f\|_{C[a, b]}+\frac{3}{4} \cdot \omega_{2}(f ; h) .
$$

Proof. The second inequality is a simple consequence of

$$
\left\|f-S_{h} f\right\|_{C[a, b]} \leq \frac{3}{4} \cdot \omega_{2}(f ; h),
$$

which implies

$$
\left\|S_{h} f\right\|_{C[a, b]} \leq\|f\|_{C[a, b]}+\frac{3}{4} \cdot \omega_{2}(f ; h) .
$$

The first inequality is obtained as follows. Write

$$
\begin{aligned}
S_{h}(f ; x) & =h^{-1} \cdot\left[\int_{0}^{h}\left(1-\frac{t}{h}\right) f_{h}(x+t) d t+\int_{-h}^{0}\left(1+\frac{t}{h}\right) f_{h}(x+t) d t\right] \\
& =h^{-1} \cdot\left[\int_{0}^{h}\left(1-\frac{t}{h}\right) f_{h}(x+t) d t+\int_{0}^{h}\left(1+\frac{t}{h}\right) \cdot f_{h}(x-t) d t\right] .
\end{aligned}
$$

Here,

$$
\int_{0}^{h}\left(1-\frac{t}{h}\right) \cdot f_{h}(x+t) d t=-F(x)+\frac{1}{h} \cdot \int_{0}^{h} F(x+t) d t
$$

where $F$ is an antiderivative of $f_{h}$.
Likewise,

$$
\int_{0}^{h}\left(1-\frac{t}{h}\right) \cdot f_{h}(x-t) d t=F(x)-\frac{1}{h} \int_{0}^{h} F(x-t) d t
$$

Hence,

$$
S_{h}(f ; x)=\frac{1}{h^{2}} \int_{0}^{h}[F(x+t)-F(x-t)] d t
$$

which implies

$$
\begin{aligned}
\left(S_{h} f\right)^{\prime}(x) & =\frac{1}{h^{2}} \cdot \int_{0}^{h}\left[f_{h}(x+t)-f_{h}(x-t)\right] d t \\
& =\frac{1}{h^{2}} \cdot h \cdot\left[f_{h}(x+\xi)-f_{h}(x-\xi)\right], \quad 0 \leq \xi \leq h
\end{aligned}
$$

(differentiation under the integral, mean value theorem).
In order to estimate $\left|\left(S_{h} f\right)^{\prime}(x)\right|$, it remains to estimate $\left|f_{h}(x+\xi)-f_{h}(x-\xi)\right|$.
Suppose first that $x+\xi, x-\xi \in[a, b]$.
Then

$$
\left|f_{h}(x+\xi)-f_{h}(x-\xi)\right|=|f(x+\xi)-f(x-\xi)| \leq \omega_{1}(f ; 2 \xi) \leq 2 \cdot \omega_{1}(f ; h) .
$$

Now assume that

$$
a-h \leq x-\xi<a \leq x \leq x+\xi \leq a+2 h \leq b .
$$

Then $f_{h}(x-\xi)=P_{-}(x-\xi)$ so that

$$
\left|f_{h}(x+\xi)-f_{h}(x-\xi)\right|=\left|f(x+\xi)-f(x)+f(x)-P_{-}(x)+P_{-}(x)-P_{-}(x-\xi)\right| .
$$

Due to the linearity of $P_{-}$, we have $P_{-}(x)-P_{-}(x-\xi)=P_{-}(x+\xi)-P_{-}(x)$. Using this, we get

$$
\begin{aligned}
& \left|f_{h}(x+\xi)-f_{h}(x-\xi)\right| \leq|f(x+\xi)-f(x)|+\left|f(x)-P_{-}(x)\right| \\
& \quad+\left|P_{-}(x+\xi)-f(x+\xi)\right|+|f(x+\xi)-f(x)|+\left|f(x)-P_{-}(x)\right| .
\end{aligned}
$$

As we know from Lemma 2.3 on the interval $[a, \alpha+2 h]$ one has

$$
\left|f(y)-P_{-}(y)\right| \leq \frac{1}{2} \cdot \omega_{2}(f ; h ;[a, \alpha+2 h]) \leq \frac{1}{2} \cdot \omega_{2}(f ; h ;[a, b]) .
$$

Hence it follows that

$$
\begin{aligned}
& \left|f_{h}(x+\xi)-f_{h}(x-\xi)\right| \leq \\
& \leq \omega_{1}(f ; h)+\frac{1}{2} \cdot \omega_{2}(f ; h)+\frac{1}{2} \cdot \omega_{2}(f ; h)+\omega_{1}(f ; h)+\frac{1}{2} \cdot \omega_{2}(f ; h) \\
& =2 \cdot \omega_{1}(f ; h)+\frac{3}{2} \cdot \omega_{2}(f ; h) .
\end{aligned}
$$

The remaining case, namely

$$
a \leq b-2 h \leq x-\xi \leq x \leq b<x+\xi \leq x+h \leq b+h
$$

can be treated analogously to the second one.
Corollary 2.5. As an immediate consequence of Lemma 2.4 one has the simpler inequalities

$$
\left\|\left(S_{h} f\right)^{\prime}\right\|_{C[a, b]} \leq \frac{5}{h} \cdot \omega_{1}(f ; h), \quad \text { and } \quad\left\|S_{h} f\right\|_{C[a, b]} \leq 4 \cdot\|f\|_{C[a, b]}
$$

Corollary 2.6. However, for assertions in which small constants are of interest in the final statement, it is not advisable to use the latter inequalities.

## 3. LOWER BOUNDS FOR $A_{S}^{*}, s=1,2$.

It was shown by Sendov [28, p. 198] that the constant $B_{s}$ in Brudny1's theorem can never be less than one. This motivates the following.

Definition 3.1. We denote by $A_{S}^{*}\left(B_{S}\right)$ the smallest number (provided it exists) for which Brudnyı̆'s Theorem 1.1 holds for a given $B_{S} \geq 1$ and $A_{S}^{*}\left(B_{S}\right)$.

Very little is known about the funciton $A_{S}^{*}\left(B_{S}\right)$, even for the cases $s=1$ and $s=2$. Let us first recall a result from Sendov's paper. He showed that it is possible to have $B_{1}=1$, and that $A_{1}^{*}\left(B_{1}\right) \leq 1$. This is supplemented by the following assertion in which we give a lower bound for $A_{1}^{*}\left(B_{1}\right)$.

Theorem 3.2.

$$
A_{1}^{*}(1) \geq \frac{1}{2} .
$$

Proof. Let $f \in C[0,1]$ be arbitrary. Choose the family $\left\{f_{h}: 0<h \leq 1\right\} \subseteq$ $W_{1, \infty}[0,1]$ such that

$$
\left\|f-f_{h}\right\|_{\infty} \leq A_{1}^{*}(1) \cdot \omega_{1}(f ; h),
$$

and

$$
\left\|f_{h}^{\prime}\right\|_{L \infty} \leq 1 ; h^{-1} \cdot \omega_{1}(f ; h) .
$$

Now consider the Bernstein polynomials $B_{n} f$. One has, for any $g \in W_{1, \infty}[0,1]$,

$$
\begin{aligned}
\omega_{1}\left(B_{n} f ; h\right) & \leq \omega_{1}\left[B_{n}(f-g) ; h\right]+\omega_{1}\left(B_{n} g ; h\right) \\
& \leq 2 \cdot\left\|B_{n}\right\| \cdot\|f-h\|_{\infty}+\left\|\left(B_{n} g\right)^{\prime}\right\|_{\infty} \cdot h \leq 2 \cdot\|f-g\|_{\infty}+\left\|g^{\prime}\right\|_{L_{\infty}} \cdot h .
\end{aligned}
$$

Choosing $g=f_{n}$ gives

$$
\begin{aligned}
\omega_{1}\left(B_{n} f ; h\right) & \leq 2 \cdot A_{1}^{*}(1) \cdot \omega_{1}(f ; h)+\omega_{1}(f ; h) \\
& =\left(2 \cdot A_{1}^{*}(1)+1\right) \cdot \omega_{1}(f ; h), \quad 0<h \leq 1
\end{aligned}
$$

It was shown in [2] (see Remark (ii) following Theorem 9 there) that the inequality

$$
\omega_{1}\left(B_{n} f ; h\right) \leq c \cdot \omega_{1}(f ; h), \quad n \in \mathbb{N}, \quad f \in C[0,1], \quad 0<h \leq 1
$$

can hold only if $c \geq 2$. Hence $2 \cdot A_{1}^{*}(1)+1 \geq 2$, or $A_{1}^{*}(1) \geq 1 / 2$.
We consider the case $s=2$. The result of Zhuk from Lemma 2.1 can be rephrased by saying that $A_{2}^{*}(3 / 2) \leq 3 / 4$. A lower bound is given in

Theorem 3.3.

$$
A_{2}^{*} \frac{3}{2} \geq \frac{13}{32}
$$

Proof. A query published in the proceedings of the 1982 Edmonton Conference on approximation theory (see [19] and Example 4.13 (ii) below) contains the information that it was known then that

$$
\begin{equation*}
1 \leq \sup _{n \in \mathbb{N}} \sup _{\substack{\in \in C[0,1] \\ f \neq \text { linear }}} \frac{\left\|B_{n} f-f\right\|_{\infty}}{\omega_{2}\left(f ; \frac{1}{\sqrt{n}}\right)} . \tag{3.1}
\end{equation*}
$$

The same fact was also observed by Păltănea in 1990, see [26, Theorem 3.2]. This means that

$$
\left\|B_{n} f-f\right\|_{\infty} \leq c \cdot \omega_{2}\left(f ; \frac{1}{\sqrt{n}}\right), \quad n \in \mathbb{N}, \quad f \in C[0,1]
$$

cannot hold for any constant $c<1$.
For the Bernstein operators we have, for any $f \in C[0,1], g \in W_{2, \infty}[0,1]$,

$$
\begin{gathered}
\left\|B_{n} f-f\right\|_{\infty}\left\|B_{n}(f-g)-(f-g)\right\|_{\infty}+\left\|B_{n} g-g\right\|_{\infty} \leq \\
\leq 2 \cdot\|f-g\|_{\infty}+\frac{1}{8 n} \cdot\left\|g^{\prime \prime}\right\|_{L_{\infty}}
\end{gathered}
$$

(cf. [11], p. 40]).
Now let $f_{n}$ be functions with

$$
\left\|f_{h}^{\prime \prime}\right\|_{L_{\infty}} \leq \frac{3}{2} h^{-2} \cdot \omega_{2}(f ; h),
$$

and

$$
\left\|f-f_{h}\right\|_{\infty} \leq A_{2}^{*}\left(\frac{3}{2}\right) \cdot \omega_{2}(f ; h), \quad 0<h \leq \frac{1}{2} .
$$

Choose $g=f_{h}$ with $h=\frac{1}{\sqrt{n}}$. This gives

$$
\begin{aligned}
\left\|B_{n} f-f\right\|_{\infty} & \leq 2 \cdot\left\|f-f_{h}\right\|+\frac{1}{8} \cdot \frac{1}{n} \cdot\left\|f_{h}^{\prime \prime}\right\| \\
& \leq 2 \cdot A_{2}^{*}\left(\frac{3}{2}\right) \cdot \omega_{2}\left(f ; \frac{1}{\sqrt{n}}\right)+\frac{3}{2} \cdot \frac{1}{8} \cdot \frac{1}{n} \cdot n \cdot \omega_{2}\left(f ; \frac{1}{\sqrt{n}}\right) \\
& =\left(2 \cdot A_{2}^{*}\left(\frac{3}{2}\right)+\frac{3}{16}\right) \cdot \omega_{2}\left(f ; \frac{1}{\sqrt{n}}\right) .
\end{aligned}
$$

From (3.1), we know that $2 \cdot A_{2}^{*}\left(\frac{3}{2}\right)+\frac{3}{16} \geq 1$, i.e., $A_{2}^{*}\left(\frac{3}{2}\right) \geq \frac{13}{32}$.
Remark 3.4. The lower bound 1 used in the proof of Theorem 3.3 was derived early in 1982 by the first author. It served as the motivation for a joint project with his former student Hans Kessler during the winter and spring terms of 1982 at Rensselaer Polytechnic Institute in which we tried to find a function $f_{0}$ with

$$
\left\|B_{n} f_{0}-f_{0}\right\|_{\infty}>\omega_{2}\left(f_{0} ; \frac{1}{\sqrt{n}}\right)
$$

for some natural $n$.
The numerical experiments then carried our failed to produce such a function. This experience, together with the then-known inequality.

$$
\sup _{\substack { n \in \mathbb{N} \\
\begin{subarray}{c}{f \in C[0,1] \\
f \neq \text { linear }{ n \in \mathbb { N } \\
\begin{subarray} { c } { f \in C [ 0 , 1 ] \\
f \neq \text { linear } } }\end{subarray}} \sup _{2} \cdot\left(f ; \frac{1}{\sqrt{n}}\right) \text { 政 } f-f \|_{\infty} \leq 3.25
$$

led us to publish the query in the Alberta conference proceedings of 1982 mentioned earlier.

## 4. APPLICATIONS

In this section we give a collection of applications of the inequalities in Section 2. At several stages we critically discuss the power of the general estimates derived here by comparing them with results obtained in some special situations.
4.1. General Operators. In the following lemma we show that functions in $W_{2, \infty}[a, b]$ can be approximated arbitrarily well by functions in $C^{2}[a, b]$, while retaining important differential characteristics. In fact, Bernstein polynomials do the job quite well as will be seen from the proof of the lemma. The main purpose in including it, however, is to be able to give a simple proof of the subsequent Theorem 4.2 , which is one of the key results of this section.

Lemma 4.1. For each $g \in W_{2, \infty}[a, b]$ and $\varepsilon>0$, there is a polynomial $p=p(g, \varepsilon)$ such that
(i)

$$
\|g-p\|_{\infty}<\varepsilon,\|p\|_{\infty} \geq\|g\|_{\infty},\left\|p^{\prime}\right\|_{\infty} \leq\left\|g^{\prime}\right\|_{\infty}
$$

and
(ii)

$$
\left\|p^{\prime \prime}\right\|_{\infty} \leq\left\|g^{\prime \prime}\right\|_{L_{\infty}[a, b]}
$$

Proof. For $g \in W_{2, \infty}[a, b]$, choose $p=B_{n} g$, with $n$ large enough to have $\left\|g-B_{n} g\right\|<\varepsilon$. For the $k$-th derivative of $B_{n} g$ one has, for $0 \leq k \leq n$, the representation

$$
\left(B_{n} g\right)^{(k)}(x)=\frac{n \ldots(n-k+1)}{(b-a)^{n}} \sum_{i=0}^{n-k} \Delta^{i} g\left(a+\frac{i(b-a)}{n}\right)\binom{n-k}{i}(x-a)^{i}(b-x)^{n-k-i}
$$

where $\triangle^{i}$ is an $i$-th order forward difference with stepsize $\frac{b-a}{n}$.
The case $k=0$ immediately shows $\|p\|_{\infty} \leq\|g\|_{\infty}$.
For $k=1$ we have

$$
\left(B_{n} g\right)^{\prime}(x)=\frac{n}{(b-a)^{n}} \sum_{i=0}^{n-1} \Delta^{\prime} g\left(a+\frac{i(b-a)}{n}\right)\binom{n-1}{i}(x-a)^{i}(b-x)^{n-1-i}
$$

Here

$$
\left|\Delta^{1} g(x)\right|=g(x)-g\left(x+\frac{b-a}{n}\right) \leq\left\|g^{\prime}\right\|_{\infty} \frac{b-a}{n} .
$$

Hence

$$
\left\|\left(B_{n} g\right)^{\prime}\right\|_{\infty} \leq \frac{n}{(b-a)^{n}} \cdot\left\|g^{\prime}\right\|_{\infty} \frac{b-a}{n}(b-a)^{n-1}=\left\|g^{\prime}\right\|_{\infty}
$$

For the second derivative one has

$$
\left(B_{n} g\right)^{\prime \prime}(x)=\frac{n(n-1)}{(b-a)^{n}} \cdot \sum_{i=0}^{n-2} \Delta^{2} g\left(a+\frac{i(b-a)}{n}\right)\binom{n-2}{i}(x-a)^{i}(b-x)^{n-i-2},
$$

where

$$
\begin{aligned}
\left|\Delta^{2} g(x)\right| & =\left|g(x)-2 g\left(x+\frac{b-a}{n}+g\right)\left(x+2 \frac{b-a}{n}\right)\right|= \\
& =\left|\Delta^{1} g\left(x+\frac{b-a}{n}\right)-\Delta^{1} g(x)\right| \\
& =\left|\left(\Delta^{1} g\right)^{\prime}\left(\xi_{1}\right) \frac{b-a}{n}\right| \text { with } \xi_{1} \in\left(x, x+\frac{b-a}{n}\right) \\
& =\left|\frac{b-a}{n} \int_{\xi_{1}}^{\xi_{1}+\frac{b-a}{n}} g^{\prime \prime}(t) d t\right| \quad\left(g^{\prime} \text { absolutely continuous }\right) \\
& \leq\left(\frac{b-a}{n}\right)^{2} \cdot\left\|g^{\prime \prime}\right\|_{L_{\infty}} .
\end{aligned}
$$

This implies $\left|\left(B_{n} g\right)^{\prime \prime}(x)\right| \leq\left\|g^{\prime \prime}\right\|_{L_{\infty}}$, which concludes the proof of the lemma.

Using Lemma 4.1 and the results from Section 2 , we present next a partial generalization of another theorem of Brudnyĭ (see [7, Theorem 9]), which is more appropriate for application purposes than earlier contributions by other authors. As far as earlier work is concerned, particularly for the case of linear operators, that of Freud [13, Main theorem] and Stečkin [32, Theorem 5], must be mentioned. For this so-called smoothing technique, see also [12, Theorems 2.2 through 2.4]. While we restrict ourselves here to the case of $\omega_{2}$, the analogous problems still exist for the cases of $\omega_{k}, k \geq 3$. Our generalization of Brudnyì's result reads as follows.

Theorem 4.2. Let $\left(B\|\cdot\|_{B}\right)$ be a Banach space, and let $H: C[a, b] \rightarrow$ $\left(B,\|\cdot\|_{B}\right)$ be an operator, where
a)

$$
\|H(f+g)\|_{B} \leq \gamma \cdot\left\{\|H f\|_{B}+\|H g\|_{B}\right\} \text { for all } f, g \in C[a, b] ;
$$

b)

$$
\|H f\|_{B} \leq \alpha \cdot\|f\|_{C} \text { for all } f \in C[a, b] ;
$$

c)

$$
\|H g\|_{B} \leq \beta_{0} \cdot\|g\|_{C}+\beta_{1} \cdot\left\|g^{\prime}\right\|_{C}+\beta_{2} \cdot\left\|g^{\prime \prime}\right\|_{C} \text { for all } g \in C^{2}[a, b] .
$$

Then for all $f \in C[a, b], 0<h \leq(b-a) / 2$, the following inequality holds:

$$
\|H f\|_{B} \leq \gamma \cdot\left\{\beta_{0}\|f\|+\frac{2 \beta_{1}}{h} \cdot \omega_{1}(f ; h)+\frac{3}{4}\left(\alpha+\beta_{0}+\frac{2 \beta_{1}}{h}+\frac{2 \beta_{2}}{h^{2}}\right) \cdot \omega_{2}(f ; h)\right\} .
$$

Proof. For arbitrary $\bar{g} \in W_{2, \infty}[a, b], g \in C^{2}[a, b]$, we have

$$
\begin{aligned}
\|H f\|_{B} & =\|H(f-\bar{g}+\bar{g}-g+g)\|_{B} \\
& \leq \gamma \cdot\left\{\|H(f-\bar{g}+\bar{g}-g)\|_{B}+\|H g\|_{B}\right\} \\
& \leq \gamma \cdot\left\{\alpha \cdot\|f-\bar{g}+\bar{g}-g\|_{C}+\beta_{0} \cdot\|g\|_{C}+\beta_{1} \cdot\left\|g^{\prime}\right\|_{C}+\beta_{2} \cdot\left\|g^{\prime \prime}\right\|_{C}\right\} \\
& \leq \gamma \cdot\left\{\alpha \cdot\|f-\bar{g}\|_{C}+\alpha \cdot\|\bar{g}-g\|_{C}+\beta_{0} \cdot\|g\|_{C}+B_{1} \cdot\left\|g^{\prime}\right\|_{C}+\beta_{2} \cdot\left\|g^{\prime \prime}\right\|_{C}\right\} .
\end{aligned}
$$

For $0<h \leq(b-a) / 2$, now choose $\bar{g}=S_{h} f$. This implies

$$
\|H f\|_{B} \leq \gamma \cdot\left\{\alpha \cdot \frac{3}{4} \cdot \omega_{2}(f ; h)+\alpha \cdot\left\|S_{h} f-g\right\|_{C}+\beta_{0} \cdot\|g\|_{C}+\beta_{1}\left\|g^{\prime}\right\|_{C}+\beta_{2} \cdot\left\|g^{\prime \prime}\right\|_{C}\right\}
$$

For arbitrary $\omega>0$, replace $g$ by the polynomial $p=p\left(S_{h} f, \varepsilon\right)$ from Lemma 4.1 This yields the estimate

$$
\begin{aligned}
\|H f\|_{B} \leq & \gamma \cdot\left\{\alpha \cdot \frac{3}{4} \cdot \omega_{2}(f ; h)+\alpha \cdot \varepsilon+\beta_{0} \cdot\left\|S_{h} f\right\|_{C}+\beta_{1} \cdot\left\|\left(S_{h} f\right)^{\prime}\right\|_{C}+\beta_{2} \cdot\left\|\left(S_{h} f\right)^{\prime \prime}\right\|_{L_{\infty}}\right\} \\
\leq & \gamma \cdot\left\{\alpha \cdot \frac{3}{4} \cdot \omega_{2}(f ; h)+\alpha \cdot \varepsilon+\beta_{0} \cdot\left(\|f\|+\frac{3}{4} \cdot \omega_{2}(f ; h)\right)\right. \\
& \left.+\beta_{1} \cdot\left(\frac{2}{h} \cdot \omega_{1}(f ; h)+\frac{3}{2 h} \omega_{2}(f ; h)\right)+\beta_{2} \cdot \frac{3}{2} \cdot \frac{1}{h^{2}} \cdot \omega_{2}(f ; h)\right\} .
\end{aligned}
$$

In the latter estimate we have used Lemma 2.1 and Lemma 2.4 Letting $\varepsilon$ tend to zero the desired inequality.

Corollary 4.3. In many cases one has $\gamma=1$ and $\beta_{0}=\beta_{1}=0$, so that the inequality from Theorem 4.2 simplifies to

$$
\|H f\|_{B} \leq\left(\frac{3 \alpha}{4}+\frac{3 \beta_{2}}{2 \cdot h^{2}}\right) \cdot \omega_{2}(f ; h) .
$$

Remark 4.4. The constants $\frac{3}{4}$ and $\frac{3}{2}$ figuring in Corollary 4.3 are probably not best possible. Note that they arise exclusively from the choice of the smoothing functions $S_{h} f$, and thus depend on each orther. More sophisticated choices of $S_{h} f$ might lead to an improved result.

Remark 4.5. (i) If $H$ is linear, then condition a) of Theorem 4.2 is automatically fulfilled with $\gamma=1$.
(ii) Typical examples of non-linear operators $H$ satisfying the assumptions of Theorem 4.2 are those of the from $\omega_{2}(L(\cdot) ; \delta)$, where $k \in \mathbb{N}_{0}$, and the linear operator $L$ and $\delta \geq 0$ are fixed.
(iii) Instances of linear operators $H$ satisfying the assumptions of Theorem 4.2 are given by, e.g. $\varepsilon_{x} \cdot L$, where $\varepsilon_{X}$ is a point-evaluation functional and $L$ is some linear operator.
4.1.1. 4.2.Examples (non-linear case).

Global Smoothness Preservation. As a first application of Theorem 4.2 (or Corollary 4.3 , inequality concerning the preservation of global smoothness by the classical Bernstein operators in terms of the second order modulus of smoothness. The same inequality was derived in [10, Prop 3.5], however, as an application of a different general result. The situation here is $C[a, b]=$ $C[0,1],\left(B,\|\cdot\|_{B}\right)=(\mathbb{R},|\cdot|)$ and $H=\omega_{2}\left(B_{n}(\cdot) \delta\right), \delta$ fixed, where $B_{n}$ is the $n$-th Bernstein operator. We can then apply Theorem 4.2 with $\gamma=1$. Furthemore,

$$
\begin{aligned}
& \omega_{2}\left(B_{n} f ; \delta\right) \leq 4 \cdot\|f\| \text { for all } f \in C[0,1], \text { i.e., } \alpha=4 \text {, and } \\
& \omega_{2}\left(B_{n} g ; \delta\right) \leq \delta^{2}\left\|\left(B_{n} g\right)^{\prime \prime}\right\| \leq \delta^{2} \cdot\left\|g^{\prime \prime}\right\| \text { for all } g \in C^{2}[0,1,]
\end{aligned}
$$

i.e., $\beta_{0}=\beta_{1}=0, \beta_{2}-\delta^{2}$. As an immediate consequence of Corollary 4.3, we then have the estimate

$$
\omega_{2}\left(B_{n} f ; \delta\right) \leq\left(3+\frac{3 \cdot \delta^{2}}{2} \cdot h^{-2}\right) \cdot \omega_{2}(f ; h) \text { for all } 0<h \leq \frac{1}{2} .
$$

Putting $h=\delta$ leads to the inequality

$$
\omega_{2}\left(B_{n} f ; h\right) \leq 4.5 \cdot \omega_{2}(f ; h) \text { for all } f \in C[0,1] \text { and all } 0 \leq h \leq \frac{1}{2} .
$$

While this is already better than a recent result by Adell and de la Cal [1], for the same special cases improvements are available. If we define Lipschitz classes with respect to $\omega_{2}$ by

$$
\operatorname{Lip}_{M}^{*} \alpha=\left\{f \in C[0,1]: \omega_{2}(f ; \delta) \leq M \cdot \delta^{\alpha}, 0<\delta \geq \frac{1}{2}\right\}, \quad 0<\alpha \leq 2,
$$

then the latter inequality shows that

$$
B_{n}\left(\operatorname{Lip}_{M}^{*} \alpha\right) \subseteq \operatorname{Lip}_{4.5 \cdot M^{\alpha}}^{*}, \quad 0<\alpha \leq 2 .
$$

The statement was recently improved by Ding-Xuan Zhou [34] who proved

$$
B_{n}\left(\operatorname{Lip}_{M}^{*} \alpha\right) \subseteq \operatorname{Lip} 2 \cdot M^{*} \alpha, \quad 0<\alpha \leq 2
$$

This was also shown independently by I. Gavrea [16] for the cases $0<\alpha \leq 1$. A more general statement in terms of a certain modification $\widetilde{\omega}_{2}$ of $\omega_{2}$ which implies the latter inclusions for $0<\alpha \leq 1$ was also given in [34]. Zhou defined

$$
\begin{aligned}
& \widetilde{\omega}_{2}(f ; h):= \\
& :=\sup \left\{\left|f\left(x+t_{1}+t_{2}\right)-f\left(x+t_{1}\right)=f\left(x+t_{2}\right)+f(x)\right|\right. \\
& \left.: t_{1} t_{2}>0, t_{1}+t_{2} \leq 2 h, x+t_{1}+t_{2} \leq 1\right\}, ? ? ?
\end{aligned}
$$

and showed that for this modulus one has

$$
\begin{aligned}
\widetilde{\omega}_{2}\left(B_{n} f ; h\right) & \leq B_{n}\left(\widetilde{\omega}_{2}(f ; \dot{\overline{2}}) ; 2 h\right), \text { as well as } \\
\omega_{2}(f ; h) & \leq_{2} \widetilde{\omega}_{2}(f ; h) \leq 2 \omega_{2}(f ; h)
\end{aligned}
$$

4.2.2.Modulus of the Remainder. A question related to that of the previous example is the magnitude of the modulus of the remainder in the approximation by linear operators; see, e.g., [4] for earlier work in this direction. Here we consider the case $C[a, b]=C[0,1],\left(B,\|\cdot\|_{B}\right)=(\mathbb{R},|\cdot|)$ and $H=\omega_{2}[(L-I d)(\cdot) ; \delta]$, where $L$ is a bounded linear operator mapping $C[0,1]$ into itself and $0 \leq \delta \leq 1 / 2$ is fixed. In this case we can again apply Corollary 4.3 with $\gamma=1$. Moreover, for all $f \in C[0,1]$, one has

$$
\omega_{2}(L f-f ; \delta) \leq 4 \cdot\|L f-f\| \leq 4(\|L\|+1) \cdot\|f\|=: \alpha \cdot\|f\|
$$

Assuming further that $L: C^{2}[0,1] \rightarrow C^{2}[0,1]$ such that for all $g \in C^{2}[a, b]$ the inequality

$$
\left\|(L g)^{\prime \prime}\right\| \leq c \cdot\left\|g^{\prime \prime}\right\|
$$

holds, we find

$$
\begin{aligned}
\omega_{2}(L g-g ; \delta) & \leq \delta^{2} \cdot\left\|(L g-g)^{\prime \prime}\right\| \\
& \leq \delta^{2} \cdot\left(\left\|L g^{\prime \prime}\right\|+\left\|g^{\prime \prime}\right\|\right) \\
& \leq \delta^{2} \cdot(c+1) \cdot\left\|g^{\prime \prime}\right\|=: \beta_{2} \cdot\left\|g^{\prime \prime}\right\|
\end{aligned}
$$

It thus follows that

$$
\begin{aligned}
& \omega_{2}(L f-f ; \delta) \leq \\
& \leq \frac{3}{4}\left(4(\|L\|+1)+2 \delta^{2}(c+1) \cdot h^{-2}\right) \cdot \omega_{2}(f ; h) \text { for all } 0<h \leq 1 / 2
\end{aligned}
$$

For $h=\delta$ we arive at

$$
\begin{aligned}
\omega_{2}(L f-f ; h) & \left.\leq \frac{3}{4}(4\|L\|+1)+2(c+1)\right) \cdot \omega_{2}(f ; h) \\
& =\left[3(\|L\|+1)+\frac{3}{2}(c+1)\right] \cdot \omega_{2}(f ; h)
\end{aligned}
$$

If $L=B_{n}$, then $\|L\|=1, c=1$, and hence
$\omega_{2}\left(B_{n} f-f ; h\right) \leq 9 \cdot \omega_{2}(f ; h)$ for all $f \in C[0,1]$ and all $0 \leq h \leq 1 / 2$.
4.2.3.Landau-type inequalities involving Moduli of Smoothness. Landautype inequalities involving moduli of smoothness can be used in order to give more compact upper bounds in direct estimates; see the proof of Corollary 2.7 in [20] for an example. Below is an improved version of Lemma 2.6 in [20]. It also improves a recent result by Gavrea and Rasa [17].

We consider here the space $C[a, b] \cdot\left(B,\|\cdot\|_{B}\right)=(\mathbb{R},|\cdot|)$ and $H=\omega_{1}(\cdot ; \delta)$ with $0<\delta \leq(b-a) / 2$ fiexed. Then condition a) of Theorem 4.2 is fulfilled with $\gamma=1$.

Furthermore, for all $f \in C[a, b]$, we have

$$
\begin{aligned}
& \omega_{1}(f ; \delta) \leq 2 \cdot\|f\|, \text { i.e., } \alpha-2, \text { and } \\
& \omega_{1}(g ; \delta) \leq \delta \cdot\left\|g^{\prime}\right\| \text { for all } g \in C^{1}[a, b] .
\end{aligned}
$$

The next step is to use Landau's inequality. Indeed, one has (see [25], [3], [9], 71???? nu este pe original)

$$
\begin{equation*}
\delta \cdot\left\|g^{\prime}\right\| \leq \delta \cdot\left(\frac{2}{b-a} \cdot\|g\|+\frac{b-a}{2}\left\|g^{\prime \prime}\right\|\right) \text { for all } g \in C^{2}[a, b] . \tag{4.1}
\end{equation*}
$$

This means that Theorem 4.2 can be applied with $\beta_{0}-\frac{2 \delta}{b-a}, \beta_{1}=0, \beta_{2}=\frac{\delta(b-a)}{2}$. Hence,

$$
\begin{aligned}
\omega_{1}(f ; \delta) & \leq \frac{2 \delta}{b-a}\|f\|+\frac{3}{4}\left(2+\frac{2 \delta}{b-a}+\delta(b-a) \cdot h^{-2}\right) \cdot \omega_{2}(f ; h) \\
& =\frac{2 \delta}{b-a}\|f\|+\left(\frac{3}{2}+\frac{3 \delta^{2}+2(b-a)^{2}}{2 \delta(b-a)}\right) \cdot \omega_{2}(f ; \delta) \quad(\text { for } h=\delta) \\
& \leq \frac{2 \delta}{b-a}\|f\|+\left(\frac{3}{2}+\frac{5}{2} \cdot \frac{b-a}{\delta}\right) \cdot \omega_{2}(f ; \delta)
\end{aligned}
$$

This is an improvement of Lemma 2.6 in [20] and also of formula (4) in [17].
Gavrea and Rasa also gave a certain improvement of (4.1), namely

$$
\begin{equation*}
\left\|g^{\prime}\right\| \leq \frac{|g(b)-g(a)|}{b-a}+\frac{b-a}{2}\left\|g^{\prime}\right\| \tag{4.2}
\end{equation*}
$$

which enabled them to improve a result from [9] (see Theorem 2.1 there). Combining their improvement with the above Lemma 2.1 we give a refinement of Theorem 2.3 in [9].

ThEOREM 4.6. Let $A: C[a, b] \rightarrow C[a, b]$ be a positive linear operator. For $f \in C[a, b]$, let $L f$ be the affine function interpolating $f$ at $\alpha$ and $b$. By $A^{*}=A \oplus L=A+L-A \circ L$, we denote the Boolean sum of $A$ and $L$. Then for all $0<h<(b-a) / 2$ one has

$$
\begin{aligned}
& \left|A^{*}(f, x)-f(x)\right| \leq \\
& \leq\left(\frac{3}{4}\left\|A^{*}-I d\right\|+\left[\frac{3(b-a)^{2}}{16}\left|A\left(e_{0} ; x\right)-1\right|+\frac{3(b-a)}{4}\left|A\left(e_{1}-x ; x\right)\right|\right)+\right. \\
& \left.\left.\quad+\frac{3}{4} A\left(\left(e_{1}-x\right)^{2} ; x\right)\right] \cdot h^{-2}\right) \omega_{2}(f ; h)
\end{aligned}
$$

Note how the upper bound of Theorem 4.6 simplifies for positive operators $A$ reproducing $e_{0}, e_{1}$, or both monomials.

Proof. We apply Theorem 4.2 with $H=A^{*}-I d$. The linearity of $A^{*}$ first shows that condition a) of Theorem 4.2 is satisfied with $\gamma=1$. Clearly, condition b) is also satisfied with $\alpha=\left\|A^{*}-I d\right\|$. Furthermore, the work of Gavrea and Rasa [17] shows that condition c) is verified with $\beta_{0}=\beta_{1}=0$, and

$$
\beta_{2}=\frac{(b-a)^{2}}{8}\left|A\left(e_{0} ; x\right)-1\right|+\frac{(b-a)}{2}\left|A\left(e_{1}-x ; x\right)\right|+\frac{1}{2} A\left(\left(e_{1}-x\right)^{2} ; x\right) .
$$

The inequality of Theorem 4.6 is then an immediate consequence of Corollary 4.3

Remark 4.7. It is of advantage to use the quantity $\left\|A^{*}-I d\right\|$ in the upper bound of Theorem 4.6 rather than $\left\|A^{*}\right\|+\|I d\|$. This is due to the fact for operators $A$ reproducing linear functions, one has $A^{*}=A$. If A is also positive, then $\left\|A^{*}-I d\right\|=\|A-I d\| \leq 2$ instead of $\left\|A^{*}\right\|+\|I d\| \leq 4$ in the general case.

Applications of an inequality of the type given in Theorem 4.6 can be found in [9], for example.
4.1.2. 4.3.Approximation by Bounded Linear Operators. ?? 4.3 este si pe original??? Another immediate consequence of Theorem 4.2 is the following

Corollary 4.8. Let $\left(B,\|\cdot\|_{B}\right)$ be a Banach space, and let $H: C[a, b] \rightarrow B$ be a linear operator satisfying the following conditions:
(i) $\|H f\|_{B} \leq \alpha \cdot\|f\|_{C}$ for all $f \in C[a, b]$,
(ii) $\|H g\|_{B} \leq \beta_{2} \cdot\left\|g^{\prime \prime}\right\|_{C}$ for all $g \in C^{2}[a, b]$.

Then for all $f \in C[a, b]$ and $0<h \leq(b-a) / 2$, there holds

$$
\|H\|_{B} \leq \frac{3}{4}\left(\alpha+2 \beta_{2} h^{-2}\right) \cdot \omega_{2}(f ; h) .
$$

Remark 4.9. For the case $\left(B,\|\cdot\|_{B}\right)=(\mathbb{R},|\cdot|), H=\varepsilon_{x} \circ(L-I d)$, where $L: C[a, b] \rightarrow C[a, b]$ is a bounded linear operator, $x \in[a, b]$, Corollary 4.8 was given in $[6$, Lemma 13]. There it was used in connection with operators of the type $A^{+}=L \oplus A=L+A-L \circ A$, and in particular in order to give small constants in so-called DeVore-Gopengauz-type inequalities.
4.2. 4.4.Approximation by Positive Linear Operators. In this section we give a pointwise inequality for the degree of approximation by positive linear operators defined on $C[a, b]$ and involving $\omega_{2}$. For earlier results of the type given below, see e.g. [20, Theorema 2.4]. Note first that Lemma 2.1 in [20] has a slightly more general form (see [11, p.40]:

Lemma 4.10. Let $K=[a, b]$ and $K^{\prime}=[c, d],[c, d] \subset[a, b]$, and let $B\left(K^{\prime}\right)$ denote the Banach space of bounded and real-valued functions on $K^{\prime}$. If $L$ : $C(K) \rightarrow B\left(K^{\prime}\right)$ is a positive operator, then for $g \in W_{2, \infty}[a, b]$ and $x \in K^{\prime}$ the following inequality holds:

$$
\begin{aligned}
|L(g, x)-g(x)| \leq & \frac{1}{2} L\left(\left(e_{1}-x\right)^{2} ; x\right) \cdot\left\|g^{\prime \prime}\right\|_{L_{\infty}[a, b]}+\left|L\left(e_{1}-x ; x\right)\right| \cdot\left\|g^{\prime}\right\|_{C[a, b]} \\
& +\left|L\left(e_{0} ; x\right)-1\right| \cdot\|g\|_{C[a, b]}
\end{aligned}
$$

We now apply Theorem 4.2 for positive linear operators with $H=\varepsilon_{x} \circ$ $(L-I d), \gamma=1, \alpha=L(1 ; x)+1, \beta_{0}=\left|L\left(e_{0}, x\right)-1\right|, \beta_{1}=\left|L\left(e_{1}-x ; x\right)\right|$, and $\beta_{2}=\frac{1}{2} L\left(\left(e_{1}-x^{2}\right) ; x\right)$. This leads immediately to the following modification of Theorem 2.4 in [20].

THEOREM 4.11. If $L: C(K) \rightarrow B\left(K^{\prime}\right)$ is a positive linear operator, then for $f \in C(K), x \in K^{\prime}$ and each $0<h \leq \frac{1}{2}(b-a)$, the following holds:

$$
\begin{aligned}
& |L(f ; x)-f(x)| \leq \\
& \leq\left|L\left(e_{0}, x\right)-1\right| \cdot\|f\|+\frac{2}{h} \cdot\left|L\left(e_{1}-x ; x\right)\right| \cdot \omega_{1}(f ; h) \\
& \quad+\left[\frac{3(L(1 ; x)+1)}{4}+\frac{3}{4}\left|L\left(e_{0} ; x\right)-1\right|+\frac{3}{2 h}\left|L\left(e_{1}=x ; x\right)\right|+\frac{3}{4 h^{2}} \cdot L\left(\left(e_{1}-x\right)^{2} ; x\right)\right] \\
& \quad \cdot \omega_{2}(f ; h)
\end{aligned}
$$

Simpler inequalities hold if $L$ reproduces low degree monomials as shown in
Corollary 4.12. Let the assumptions of Theorem 4.11 be satisfied.
(i) If $L\left(e_{0}\right)=e_{0}$, then for each $0<h \leq \frac{1}{2}(b-a)$ we have

$$
\begin{aligned}
& |L(f ; x)-f(x)| \leq \\
& \leq\left[\frac{3}{2}+\frac{3}{4} h^{-2} \cdot L\left(\left(e_{1}-x\right)^{2}, x\right)+\frac{3}{2} \cdot h^{-1} \cdot\left|L\left(e_{1}-x ; x\right)\right|\right] \cdot \omega_{2}(f ; h) \\
& \quad+2 \cdot h^{-1} \cdot\left|L\left(e_{1}-x ; x\right)\right| \cdot \omega_{1}(f ; h)
\end{aligned}
$$

(ii) If $L\left(e_{i}\right)=e_{i}, i=0,1$ then

$$
|L(f ; x)-f(x)| \leq\left[\frac{3}{2}+\frac{3}{4} \cdot h^{-2} \cdot L\left(\left(e_{1}-x\right)^{2} ; x\right)\right] \cdot \omega_{2}(f ; h)
$$

EXAMPLE 4.13. (Bernstein operators).
(i) The representation $B_{n}\left(\left(e_{1}-x\right)^{2} ; x\right)=\frac{x(1-x)}{n}$ is well-known. Choosing $h=\sqrt{\frac{x(1-x)}{n}}$ in Corollary 4.12 (ii) gives

$$
\left|B_{n}(f ; x)-f(x)\right| \leq 2.25 \cdot \omega_{2}\left(f ; \sqrt{\frac{x(1-x)}{n}}\right)
$$

This estimate can also be directly derived from Zhuk's paper referred to before. It should be compared to a recent result by Păltănea [26] who showed

$$
\left|B_{n}(f ; x)-f(x)\right| \leq\left[1+h^{-2} \cdot B_{n}\left(\left(e_{1}-x\right)^{2} ; x\right)\right] \cdot \omega_{2}(f ; h)
$$

$$
=\left[1+h^{-2} \frac{x(1-x)}{n}\right] \cdot \omega_{2}(f ; h)
$$

Comparing the quantities (cf. Corollary 4.12 (ii))

$$
\frac{3}{2}+\frac{3}{4} h^{-2} \cdot \frac{x(1-x)}{n} \text { and } 1+h^{-2} \cdot \frac{x(1-x)}{n}
$$

shows that
$\frac{3}{2}+\frac{3}{4} h^{-2} \cdot \frac{x(1-x)}{n} \leq 1+h^{-2} \frac{x(1-x)}{n}$ if and only if $h \quad \leq \sqrt{\frac{x(1-x)}{2 n}}$,
i.e., for small values of $h$ the constant in front of $\omega_{2}(f ; h)$ arising from Zhuk's approach is better than Păltănea's.
(ii) In Problem n. 2 of [24] (see also [18]) the question was raised (again) as to the best possible value of the constant $C_{1}$ in an estimate of the form

$$
\left\|B_{n} f-f\right\| \leq c_{1} \cdot \omega_{2}\left(f ; \frac{1}{\sqrt{n}}\right), \quad f \in C[0,1], \quad n \in \mathbb{N}
$$

(with $C_{1}$ independent of $f$ and $n$ ). This question had been motivated by Sikkema's striking result concerning the first order modulus (see [31]) and by related observations made in [22]. If we put $h=\frac{1}{\sqrt{n}}$ in Corollary 4.12 (ii), the general inequality given there shows that $c_{1}=1.6875$ is one possible value.

Păltănea [26] proved the better result $c_{1}=1.115$. Using Păltănea's method, in [5] it was recently shown that it is also possible to choose $c_{1}=1.111$. However, the latter constant is probably not optimal.

Another partial result along these lines was recently obtained in [23], in which the following was proved: Let $1 / 2 \leq a<1$. Then there is a constant $N(a)$ so that for all $n \geq N(a)$ one has
$\sup _{1-a \leq \frac{k}{n} \leq a}\left|B_{n}\left(f, \frac{k}{n}\right)-f\left(\frac{k}{n}\right)\right| \leq c \cdot \omega_{2}\left(f, \frac{1}{\sqrt{n}}\right)$ with $0<c<1$ fixed.
This result seems to indicate that our conjecture from [19], namely that the optimal value of $c_{1}$ equals 1 , is correct. However, an answer to the original problem is not yet available.

Remark 4.14. An interesting different approach to derive inequalities as in Example 4.13 (again for the special case of Bernstein operators) was taken by Gasharov (see [14], [15]). Instead of starting from a general inequality like that in Corollary 4.12 (ii), Gasharov uses his Steklov means $V_{h} f$ to write first

$$
\begin{aligned}
& \left|B_{n}(f ; x)-f(x)\right| \leq \\
& \leq\left|f(x)-V_{h} f(x)\right|+\left|V_{h} f(x)-B_{n}\left(V_{h} f ; x\right)\right|+\left|B_{n}\left(V_{h} f-f ; x\right)\right| \\
& \leq\left|f(x)-V_{h} f(x)\right|+\left|V_{h} f(x)-B_{n}\left(V_{h} f ; x\right)\right|+\max \left\{\left|B_{n}\left(V_{h} f-f ; x\right)\right|: x \in[a, b]\right\} .
\end{aligned}
$$

The second term $\left|V_{h} f(x)-B_{n}\left(V_{h} f ; x\right)\right|$ is dealt with using the well-known inequality for smooth functions.

For the remaining two terms it is essential in his approach not to use the common upper bound $\left\|f-V_{h} f\right\|$, but to first pick $h$ (depending on $x$ and $n$ ), and to subsequently discuss three diferent positions of $x$ (depending now on $h$ and n). It turns out that - by this approach - the first and third terms in the above upper bound may"balance" in a certain sense. This allowed Gasharov to show, for example, that

$$
\begin{aligned}
\left|B_{n}(f ; x)-f(x)\right| & \leq 2.75 \cdot \omega_{2}\left(f ; \sqrt{\frac{x(1-x)}{n}}\right) \\
\quad \text { and }\left\|B_{n} f-f\right\| & \leq 2 \cdot \omega_{2}\left(f ; \frac{1}{\sqrt{n}}\right)
\end{aligned}
$$

These inequalities are worse than the estimates given earlier. Nonetheless, we feel that his approach might be useful in obtaining better constants. We have tried without success to carry such an approach over to the Steklov means $S_{h} f$ used here.

## 5. THE QUADRATIC SPLINES OF SENDOV

In order to define Zhuk's functions $S_{h} f$ from above, an extension of the function $f$ to a larger interval is needed. A genuinely different approach to constructing smoothing functions $f_{h}$ is to define appropriate spline functions whose definition does not require an extension of $f$. This was done by Freud [13] and also by Sendov [28]. The latter author proved the following

Theorem 5.1. Let $f \in C[0,1]$. Then there exists a family of functions

$$
\left\{f_{h}: h=\frac{1}{m}, m \geq 2\right\} \subseteq W_{2, \infty}[0,1]
$$

such that

$$
\begin{equation*}
\left\|f-f_{1 / m}\right\| \leq \frac{9}{8} \cdot \omega_{2}\left(f ; \frac{1}{m}\right), \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\left\|f_{1 / m}^{\prime \prime}\right\| \leq 1 \cdot m^{2} \cdot \omega_{2}\left(f ; \frac{1}{m}\right) \tag{2}
\end{equation*}
$$

REMARK 5.2. In [28] the author claims that the inequalities of Theorem 5.1 are true for all $0<h \leq 1 / 2$. We have been unable to verify this.

It is the main objective of this appendix to prove that the constant $9 / 8$ figuring in Theorem 5.1 can be replaced by 1 . We feel that such an assertion is in perfect harmony with our earlier observations $B_{1}=1,1 / 2 \leq$ $A_{1}^{*}(1) \leq 1$. Sendov's functions $f_{h}, h=\frac{1}{m}, m \geq 2$, are quadratic splines $S_{2}(f ; \cdot) \in W_{2, \infty}[0,1]$. We recall their definition. Let $S_{1}(f ; \cdot)$ denote the linear interpolation spline on equidistant knots with step size $h=\frac{1}{m}$, satisfying the conditions

$$
S_{1}(f ; i h)=f(i h), \quad i=0,1, \ldots, m
$$

$S_{1}(f ; \cdot)$ is linear on every interval $[i h,(i+1) h], i=0, \ldots, m-1$.

The quadratic spline $S_{2}(f ; x) \in C^{1}[0,1]$ is then defined by the conditions

$$
\begin{aligned}
S_{2}\left(f ; i h+\frac{h}{2}\right) & =\frac{1}{2}\{f(i h)+f(i h+h)\}=S_{1}\left(f ; i h+\frac{h}{2}\right), 0 \leq i \leq m-1, \\
S_{2}(f ; x) & =S_{1}(f ; x) \text { for } x \in\left[0, \frac{h}{2}\right] \cup\left[1-\frac{h}{2}, 1\right] .
\end{aligned}
$$

The analytic representation of $S_{2}(f ; x)$ for other values of $x$ was given by Sendov as

$$
\begin{aligned}
& S_{2}(f ; x)= \\
& =\frac{(x-i h)^{2}}{2 h^{2}} \triangle_{h}^{2} f(i h-h)+\frac{x-i h}{2 h}\{f(i h+h)-f(i h-h)\}+f(i h)+\frac{1}{8} \triangle_{h}^{2} f(i h-h),
\end{aligned}
$$

for $x \in\left[i h-\frac{h}{2}, i h+\frac{h}{2}\right], i=1, \ldots, m-1$.
However, $S_{2}(f ; x), x \in\left[i h-\frac{h}{2}, i h+\frac{h}{2}\right]$, is more easily understood if one thinks of it as being the second degree Bernstein polynomial over the interval $\left[i h-\frac{h}{2}, i h+\frac{h}{2}\right]$ determined by the ordinates $S_{1}\left(f ; i h-\frac{h}{2}\right), f(i h)$, and $S_{1}\left(f ; i h+\frac{h}{2}\right)$.

Recalling the definition of a 2 nd degree Bernstein polynomial over an interval $[a, b]$, we see that

$$
\begin{aligned}
& B_{2}(g ; x)= \\
& =\frac{1}{(b-a)^{2}} \cdot\left\{g(a) \cdot(b-x)^{2}+2 \cdot g\left(a+\frac{b-a}{2}\right) \cdot(x-a)(b-x)+g(b)(x-a)^{2}\right\}
\end{aligned}
$$

as well as (one-sided derivatives taken at $x=a$ and $x=b$ )

$$
\left(B_{2} g^{\prime \prime}\right)(x)=\frac{2}{(b-a)^{2}}\left\{g(a)-2 g\left(\frac{a+b}{2}\right)+g(b)\right\}
$$

This observation yields an immediate proof of the second part of Theorem 5.1 Indeed, letting $a=i h-\frac{h}{2}, b=i h+\frac{h}{2}$, and $g$ being a function such that

$$
\begin{aligned}
g\left(i h-\frac{h}{2}\right) & =S_{1}\left(f ; i h-\frac{h}{2}\right)=\frac{1}{2}\{f(i h-h)+f(i h)\}, \\
g(i h) & =f(i h), \text { and } \\
g\left(i h+\frac{h}{2}\right) & =S_{1}\left(f ; i h+\frac{h}{2}\right)=\frac{1}{2}\{f(i h)+f(i h+h)\}
\end{aligned}
$$

we have

$$
\begin{aligned}
& \left|\left(B_{2} g\right)^{\prime \prime}(x)\right|= \\
& =\left|\frac{2}{h^{2}}\left[\frac{1}{2}\{f(i h-h)+f(i h)\}-2 f(i h)+\frac{1}{2}\{f(i h)+f(i h+h)\}\right]\right| \\
& =\frac{1}{h^{2}}|[f(i h-h)-2 f(i h)+f(i h+h)]| \\
& \leq \frac{1}{h^{2}} \omega_{2}(f ; h), x \in\left[i h-\frac{h}{2}, i h+\frac{h}{2}\right], i=1, \ldots, m-1 .
\end{aligned}
$$

Recalling further that $S_{2} f(x)=S_{1} f(x)$ for $x \in\left[0, \frac{h}{2}\right] \cup\left[1-\frac{h}{2}, 1\right]$, we see that in these intervals

$$
\left.\mid\left(S_{2} f\right)^{\prime \prime}(x)\right) \mid=0 \leq h^{-2} \cdot \omega_{2}(f ; h), \text { so that }\left\|\left(S_{2} f\right)^{\prime \prime}\right\|_{L_{\infty}} \leq \frac{1}{h^{2}} \cdot \omega_{2}(f ; h)
$$
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Our next aim is to show that the constant $9 / 8$ figuring in Theorem 5.1 can be replaced by 1 . To this end, it seems to be instructive to sketch the graph of a typical spline $S_{2} f$ in order to better understand the argument following.

In Figure 1, the graph of $f$ is drawn as a bold line. At the points indicated by arrows (such as $\swarrow$ ), the function $f$ is interpolated by the polygonal spline $S_{1}(f)$ (visible as such). The quadratic spline $S_{2}(f)$ is then uniquely determined by the interpolation conditions (??) tot 5.1 este si in original???? and the condition of $C^{1}$-continuity, i.e., that the slope of $S_{2}(f)$ in the points $i h+\frac{h}{2}, i=0, \ldots, m-1$, equals the one of $S_{1}(f)$. (Thus, $S_{2}(f)$ can be composed of Bernstein parabolas by the well-known control point construction). Next we show

Theorem 5.3.

$$
\begin{aligned}
& \left|f(x)-S_{2}(f ; x)\right| \leq \omega_{2}(f ; h / 2), 0 \leq x \leq h / 2, \text { or } 1-h / 2 \leq x \leq 1, \text { and } \\
& \left|f(x)-S_{2}(f ; x)\right| \leq \omega_{2}(f ; h), h \leq x \leq 1-h / 2
\end{aligned}
$$

Case I: $x \in\left[0, \frac{h}{2}\right]$. Here $S_{2}(f ; x)$ is the linear function interpolating at $f(0)$ and $f(h)$, and its graph there coincides with that of $\ell^{+}$below.


Fig. 5.2.
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Since $\ell^{+}$interpolates $f$ at o and $h$, we know from Lemma 2.3 (i) that

$$
\left|f(x)-S_{2} f(x)\right|=\left|f(x)-\ell^{+}(x)\right| \leq \omega_{2}(f ; x / 2)_{[0, h]} \text { for all } x \in[0, h / 2] .
$$

Case II: $x \in\left[i h-\frac{h}{2} . i h+\frac{h}{2}\right], i \leq i \leq m-1, i$ fixed. We are thus considering the following part of Figure 1.

We first look at the larger interval $[i h-h, i h+h]$ and estimate the difference $L-f$ there. Since $L$ interpolates at $i h-h$ and $i h+h$, it follows from Lemma 2.3 (i) that

$$
|f(x)-L(x)| \leq \omega_{2}(f ; h)_{[i h-h, i h+h]} \text { for all } x \in[i h-h, i h+h .]
$$

The same argument shows that

$$
\left|f(x)-\ell^{+}(x)\right| \geq \omega_{2}(f ; h / 2)_{[i h-h, i h]} \text { for all } x \in[i h-h, i h], \text { and }
$$

$$
\left|f(x)-\ell^{-}\right| \leq \omega_{2}(f ; h / 2)_{[i h, i h+h]} \text { for all } x \in[i h, i h+h]
$$

Now observe that, by construction, over the interval $\left[i h-\frac{h}{2}, i h+\frac{h}{2}\right]$ the graph of $S_{2} f$ lies inside the triangle $\triangle_{i}$ formed by the graphs of $L, \ell^{+}$, and $\ell^{-}$. Furthermore, relative to the triangle $\triangle_{i}$, the graph of $f$ can be in one of the positions indicated by $1,2,3$, and 4 in the above figure. Therefore, for $x \in\left[i h-\frac{h}{2}, i h\right]$, we have:
in cases 1 and 2: $\left|\left(f-S_{2} f\right)(x)\right| \leq|(f-L)(x)|$, and
in cases 3 and 4: $\left|\left(f-S_{2} f\right)(x)\right| \leq\left|\left(f-\ell^{+}\right)(x)\right|$.
Analogous inequalities hold on $\left[i h, i h+\frac{h}{2}\right]$ with $\ell^{+}$replaced by $\ell^{-}$, and hence it follows that we have

$$
\begin{aligned}
\left|\left(f-S_{2} f\right)(x)\right| & \leq \max \left\{|(f-L)(x)|,\left|\left(f-\ell^{+}\right)(x)\right|,\left|f-\ell^{-}(x)\right|\right\} \\
& \leq \omega_{2}(f ; h)_{[i h-h, i h+h]} \text { for all } x \in\left[i h-\frac{h}{2}, i h+\frac{h}{2}\right]
\end{aligned}
$$

Case III: $x \in\left[1-\frac{h}{2}, 1\right]$. Here the argument is analogous to that of case 1 , and hence the proof of the theorem is complete.

The statement of the next lemma parallels that of Lemma 2.4 It shows that lower order derivatives of $S_{2} f$ also behave well (note again that we are treating the case $h=\frac{1}{m}$ only).

Lemma 5.4. Let $m \geq 2$ and $S_{2} f$ be given as above (i.e., $h=\frac{1}{m}$ ). Then one has for all $f \in C[0,1]$, all $x \in[0,1]$,

$$
\left|\left(S_{2} f\right)^{\prime}(x)\right| \leq \frac{1}{h} \cdot \omega_{1}(f ; h), \text { and }\left|\left(S_{2} f\right)(x)\right| \leq\|f\|_{\infty}
$$

Proof. Case $I: x \in\left[0, \frac{h}{2}\right]$. Here $S_{2}(f ; x)$ is the linear function interpolating at $f(h)$ and $f(0)$, and thus

$$
\left|\left(S_{2} f\right)^{\prime}(x)\right|=\frac{1}{h} \cdot|f(h)-f(0)| \leq \frac{1}{h} \cdot \omega_{1}(f ; h) .
$$

Case II: $x \in\left[i h-\frac{h}{2}, i h+\frac{h}{2}\right], 1 \leq i \leq m-1$. In these intervals $S_{2} f$ is the second degree Bernstein polynomial determined by the ordinates $S_{1}\left(f ; i h-\frac{h}{2}\right)$, $S_{1} f(i h)=f(i h)$, and $S_{1}\left(f ; i h+\frac{h}{2}\right)$. Differentiating this polynomial once gives

$$
\begin{aligned}
& \frac{2}{h^{2}} \cdot \sum_{j=0}^{1} \triangle_{\frac{h}{2}}^{1}\left(S_{1} f\right)\left(i h-\frac{h}{2}+j \cdot \frac{h}{2}\right) \cdot\binom{1}{j} \cdot\left[x-\left(i h-\frac{h}{2}\right)\right]^{j}\left(i h+\frac{h}{2}-x\right)^{1-j} \leq \\
& \leq \frac{2}{h^{2}} h \max \left\{\left|S_{1} f\left(i h-\frac{h}{2}\right)-S_{1} f(i h)\right|,\left|S_{1 f}(i h)-S_{1 f}\left(i h+\frac{h}{2}\right)\right|\right\} \\
& =\frac{1}{h} \cdot \max \{|f(i h-h)-f(i h)|,|f(i h)-f(i h+h)|\} \\
& \leq \frac{1}{h} \cdot \omega_{1}(f ; h) .
\end{aligned}
$$

The case $x \in\left[1-\frac{h}{2}, 1\right]$ can be treated analogously to that of $x \in\left[0, \frac{h}{2}\right]$.
In order to see that $\left\|S_{2} f\right\|_{\infty} \leq\|f\|_{\infty}$, it is only necessary to observe that the convex hull of the graph of $f$ encloses that of $\mathrm{S}_{1} f$, and that the convex hull of the graph of $S_{1} f$ encloses the one of $S_{2} f$.

As we mentioned in Remark 5.2 , we were unable to verify Sendov's Theorem 5.1 for all $0<h \leq \frac{1}{2}$. It is thus natural to state

Problem 5.5. Let $f \in C[0,1]$ and $0<h \leq \frac{1}{2}$ be given. Is it true there are functions $f_{h} \in W_{2, \infty}[0,1]$ such that the following hold:
(i) $\left\|f-f_{h}\right\|_{\infty} \leq \omega_{2}(f ; h)$,
(ii) $\left\|f_{h}^{\prime \prime}\right\|_{L_{\infty}} \leq h^{-2} \cdot \omega_{2}(f ; h)$,
(iii) $\left\|f_{h}^{\prime}\right\|_{\infty} \leq h^{-1} \cdot \omega_{1}(f ; h)$,
(iv) $\left\|f_{h}\right\|_{\infty} \leq\|f\|_{\infty}$
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