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TLet us consider the operator equation
(1). P(x, o) = 0,

where P: X X M— X, X is a Fréchet space, and M is a quasinormed li-
near space. Suppose that the equation is majorized by

(2) Q B) =0,
where Q is a real function of real variables, contlnous defined on the rec-
tangle ze [zy, 2], Be [Bo B']

" In order to obtain the solutlon %(a) of the"‘equat‘lon, (1), we use the
iterative method ‘ 4 T (M

(1) Kpi1 = %, — Ny oP(x, @) (n=0,1,.".),

where A, , = [P}, ,,_]"" is the inverse of the partial divized diffe-
rence of the operator P with respect to % [1],'method known as the
method of chords.

To find the solution z(B) of the majorant equation, we consider the
iteration

By — £,
CRyp1 = By — £ — Q(zn’ B)
(2!) Q(Z”, B) . Q(zn_ln ﬁ)
(n=0,1,...).

In [2] the following theorem was proved
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. rEEOREM A. If the operator. equation P(x) =0 has as majorant,: lhe
real equation Q(z) =0, and if the following properbies are valied for the initial

approximations x_y, Xg respectively  Z_y, 2y, with z . << %y
1. There is Ay = — [Px, »_, )7 and ox, x(Ay) € By,

Loy Z—1

2. oy(P(xy) < Qlze) and ox(P(x1)) < Q1)
3. ox (P, ;o0 — P, (@) < Qo o — Qo ®
for any x9 & S, where 'S is- defined by’
ox(x — 29) < % — % S 2 Lz ld=1,2,3,
then from the existence of the solution 2% < (24, 2'] of the real equation (2),

implies the existence of at least one solution x* < S of the operalor equation,
en by the iterative pro-

solulion which 1s the limit of the sequence (x,) &t
dure
Kppr = Xy — A,P(x,), » 220, 1, - . i

where A, = [Pay va )7t The order of comvergence 1S characterized by

PX(x* | Xﬂ) < DEk= S Zy-
Ihis theorem will be used on proving the existence of the solution of
the equation (1). Next we prove
ruporEM 1. Assume that the following 'conditions hold

1. For the nitial approximations. X _y, Fo and 2_,, %o, respectively, and
for the initial values «,, Bo for the parameters o, B, there exists the operator

o _ 1 .
Ao, wy = [P0 % pxxat, x(Ao, o) € 7 =5 = By;
Q(ﬂn)

2. ox(P(%, ao) < Qi Bo)y 7= —1 05

8. P, x(P o — P ) o) < QN o — Q%) o
Vi e S, S being defined by

ox (30 — %) < 2 — 2, <2 — 20 (P= 1 2);

4. ox(PU o) < O, gon ¥ @) s 0, 0 being defined by

ol — ) < B0 — By < B = By (=12
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(0 %) @ary) o <l
5. pix s, x(PaD, sya), (@) < QD g, g
Vel e S and o eo, (i =1,2);

; (e, %) (o, %) (8, 2
6. Prx x My, X(Px(l), D), o2 T Px(‘), .,(2)|a(1), 4(2)) < Q;(l);‘ {24all), a2 T

(B, l)
—Q,h @, a®
VileS (i=12), Beo

Then from the existénce of the oot 2*(B) e (20 #'], for any B < [Bo B'] of
the equation (2) to which the procedure (2') converges, it vésults the existence
of a solution x*(a), for any e o of the equation (1), solution to which the
iterative procedure (1°) converges. The order of the convergence s characterized

by
@)  eel#() = %) € 24(B) — 2o

Proof. One observes that the conditions 1—3 of the theorem 1 can
be applied in the case of equations independent of parameters, i.e. for equa-
tions such as P(%, «y) = 0 and Q(z, Bo) =0, % and B, being fixed. For these
equations the existence of .a_ solution ¥*(&,) follows by the Theorem A.

We prove that these conditions are _satisfied for any a= o and Be
= mo: B'] |
a) Let us consider the operator
| T4 Ao P8 = Ao a(PE o = PR ) =
M PE D e a)
| ’I‘é.king in account the condition 5. , we can write
puexary, x (I + Ao:a.Pﬁff). ) < B, \ﬁ' s, 6.8 — Bo) =
. . SR
- 2
From the existence of the solution 2*(B) e [z 7, VBe [Bo B']

i Q(ﬁ)z :
it results 2=t~ 0, consequently ¢ < 1 and from the Banach theorem,

v (i
it follows the existence of the operator

H-t= [I — (I + Ao o P T = [—Ro Pl T
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Then, it also results the existence of

H1Ag, o, = [— Ao, o, P5) s J7MA0, o, = — [P ,_1-1 = A,

¥o F—1

for which we have

Pxxu, x(Ao, o) = pxxu, x(H-1 Ao, o) = 1 i Bo, p, = — — =

Q

By F—y

‘b) To prove that condition 2. holds, we consider the equality
ex(P(%0, «)) = PX(P(xo»I“) + P(x,, “6) — P(xq, a))
which, using the condition 2 may be written
px(P(%0, @) < Q2o Bo) + ex(P(%0, @) — P%g, @y)) =
= Q(Zo: o) -+ Px( P, (' — )

and due to condition 4 we have

ex(Plre, @) < Qlew Bo) + 050 (B — Bo) —
= Q20 Bo) + Q2o B) — Qlzo, Bo) = Q2 B)-
In the same way one proves

PX(P(x—lJ Ol) < Q(Z e B)
¢) TLet us now consider the operator

() (a) _ pl (0t0) (o) (00):
Py s — Py qo= Py o — P .o+ de),,(z) — (PR, o —

_ plan @x
— P30+ P, x(ﬁ)) = P 0 0 — Pt s, o, % — o) +

(o i («, %)
+ me. PO P (2) #8) — [Px(l) 2o, a, Px(ﬂ), #a, a.](a — &) +

{

) (o)
+ P9 o — P L
For the generalized norm we have :

(a, %)

(a) (a) '
PXxM,X(Px(l), #2) — P, x(3)) < P(XxM)*,X(Px(l), @ 0y

{a, %) (o) (¢to)
— Py 01, o) P2 (& — 0%0) + 0y, X(P,‘m,_ @ — P o)

= By a..
®) Sedy
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which, due to conditions 6° and 3° gives
Pxscar, x(P vy — Py o) < (0 o0, — QW wog, p,(B— Bo)+
+ 088 o — 0% o =0 Lo — 0% o — (0, — O3 o) +
+ 08 o — 0% o= OB 0 — O o
which proves that the condition 3° holds.

The assertions of theorem 1 follows from theorem A.
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