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by
M. BALAZS and I. FABIAN
(Cluj-Napoca)

In this paper we give a mathematical formulation of the decision
problem. We also give a method for solving this problem.

To give a rigorous solving we shall take a minimal number of notions
for primary ones. For this purpose we have chosen notions which are (at
least we think so) intuitively clear enaugh to the reader. These notions
are: the activity, the goal of an activity and the resolver. These notions are
also used in [2] and [3] as well as in many other books and papers dea-
ling with the decision problem.

DEFINITION 1. By action we understand an activity together with ils
goal.

Thus we can consider an action as an ordered pair with an activity
‘as its first component and a goal as second component.

DEFINITION 2. A class of actions is a set of actions having the same
goal as second component,

Two elements of a class of actions are distinct from each other if and
only if their activities are distinct. We can identify each activity by some
specific features, for instance the time it takes, the place where it takes
place, the money which must be invested etc. A set of specific features
which allows us to distinguish any two elements of a given class of acti-
vities and which is minimal with respect to the inclusion relation on the
set of all sets is called a set of attributes for that class of activities.

From now on we shall call the elements of a class of actions alter-
natives and we shall note by 9 the set of all alternatives of a given
class of actions.

Every activity leads to some changes of the environment. We con-
sider the environment composed of objects on which the activities of a
given class of actions can cause at most one type of transformation. Let
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O denote the set of those objects of the environment which are actually
changed by the activities of the elements of G-

Let’s attach to each object 0= @ a totally ordered set (C, <), the
elements of which are the possible transformations of the object o.

DEFINITION 3. By criterion we wunderstand an ordered patr composed
of an object and the attached set C.

Actually the descomposition of the environment into objects is made
such that to each attribute corresponds one criterion and only one.

Let’s take a criterion (o, C) and an alternative p = °, One can not
measure the result of the transformation on o before the activity has
taken place and so it must be estimated. The result of the estimation
(which is an element in C) is called the level attached to the alternative v
and the criterion (o, C). _ , \ ’

A criterion (o, C), where C <= R, is called a quantitative criterion.
All the other criterions are called qualitative ones.

Although we consider the resolver to be a primary notion, we shall
explain here what we understand by it. For us a resolver is, intuitively,
an object (a person, a group of persons, a machine etc.) which has to make
a choice from a set of alternatives, It must choose that alternative which
is, the most ,,convenient” to it. i ; , . '

Let (o, C) be a criterion and m,, m, = C such that My < m,. If the
resolver prefers the transformation having the result m,, then we call
(0, C) a maximum criterion, if not we call it a minimumn .criterion,

' DEFINITION 4. By wnicriterial decision problem we understand a. pro-
blem, in which there are given a set of alternatives, a criterion andthe lepels
attached to the considered alternatives and criterion and the choice of the most
convenable ajternative is demanded. ol

REMARK. Solving a unicriterial decision problem is the same with
solving a maximum problem, in the case of a maximum criterion, or a
minimum problem, in the case of a minimum criterion.

In practice the unicriterial decision problems are very uncommon,
the resolver being obliged to make its choice considering ‘ore than one
criterion. These types'of problems are ¢alled multicriterial ones. For' these
the choice of the most convenable alternative means to take in considera-
tion, with different weights, all the levels cortesponding to each alternative,
Because of the heterogenous mnature of the criterions it is needed a way
to measure the consequence of the choice of an alternative on the whole
environment. For this purpose the notion of utility ‘has been suggested.
The first matheniatically rigurous’ definition of the utility was given by
von Netitnann and Morgenstern in [6], { '

Let ¥ —{oy, vy, ..., 9,} denote the set of alte’natives given in the
decision problem. On this set we introduce two relations called the prefe-
rence relation and the indifference relation noted respectively by 2 and 9.
These relations have the following properties : ‘

(i) For all v,, v; < 9 one and only one of the following vélations holds -
a) v, 8v; b) v;8v, c) v;8v;; :
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(i) The preference relation is tramsitive, that s for all v, vy, v, € 11
(v;2v5) A (v38v,) = (v;82,) ;
The indifference velation is transitive and symmetrical, that if sor all v,, vy,
v, €Y
(w;3vg) A (v38v5) = (v;Ivy)
and
(0,39) = (0,30 ;
) X lyer can comsider
ides the set of simple alternatives ¥, the: reso
robég;gisgﬁsﬁgxmres of t{wo simple alternatives. These mixiures ave of the
f‘)ollowing form ;v = [pv;, (1 — p)v;], where p is the probability of .the accom-
plishment of the aliernative v; and 1 — p that of the alternative v,]; )i
theve exists the mixture
ivy For v;, v;, v, € Y such t}%at v.@v,,'?avk, K ;
v’ ='(1[‘1’5)'q). 07(1 '_pj')v:] and the mixture v = [p"v;, (1 —2")v,] so that
v vy and vy &0 ; ‘ ‘
(jv) For v, vy, v, € °V such that v,8v; it results that the mixture [pv,,
(1 — p)v,] ts j;refered to the mixture [pvy, (1— p)v,). : i
| i i hese properties are consi-
theory built up in the quote_d book t prop o
dereéliot%z axiom};. On the base of these is given the definition of the utility.
DEFINITION 5. ([3]). Let’s consider the set of alternatives % ={v},_vz, A .,1;3;,
on which we have a preference relation (8) and an mdifcfrz-nce ,rzlatwfz (8). By
utility we understand a mapping u: ¢ — R for which we ' have::
a) For any v,, v; € ¥ from v, 8 vj vesulls u(v,) 2 u(vy) "
b) Ifthe considered criterions are K; = (o;, C,), =1, m, then u(v;) =

=iu,(v,-), where wu; denotes the wutility mapping for the decision problem
je=1

iih X nwique criterion K.
¥ as set of alternatives and the umique cri ; _ L
it gtaﬁing f{om this definition the first methods for g‘omputmgu rﬁgllgcleeg
ith the experience acc

have been worked out. These, together wi K : . i
i is fi 3 : ds. Simultanously a new pr /
in this field of research led to new metho pblem

i i lts of these methods are to

d, that concerning how close the resu t

ﬁﬁ?’cy. One can find a collection of the best known methods for computing

ilities in Fishburn's paper [4]. o (il
ut111t]}_fls rg;ny papers dIealing with decision problems the guthzrs cr111:;crize_:
the above mentioned methods, sayin% tha(‘; they ‘?}Iedsglfajse;(;ggfei;:ati Exf%r pe-
i this is that there hasn’t been found a metho _
ltll‘?iﬁtt; mappings universally valid for all decision problems. Beca}}slf_ of %h&:
there have been worked out many methods for, estimating utlh i 1}?Sth
these are mostly valid for a limited class of applications, for whic ey

naugh to the relality. o _
e (.2111(1)5(:;]1?5 p§peI we present our opinion conéerlzu.lgl t}‘lci r;ason&lazgz
jecti orm
mentioned methods are subjective. Certainly the 1
‘glgea ?izgi‘;ti?on problem can introduce a great amount of subjectivism because
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the estimation of the levels can be made in various ways and the estimation
method used depends only on the person who puts the problem. We don’t
want to eliminate this kind of subjectivism. We tried to work out a method
for specifying the utility mappings which doesn’t introdiice any more
subjectivism.

Trying to surprise the reasons of the subjective character of estimating
wtilities we started from the idea that the greatest difficulty holds in deter-
minating the dependence between the levels and their “use” (see the
St. Petersburg paradox [3]). We must mention here that generally spea-
king there is no proportionality between them.

The starting point for our method was the following observation:
every resolver estimates the »use” of an alternative not only by the corres-
ponding levels but also by the effort needed to reach these levels. This obser-
vation led us to the conciusion that the needed effort must have an impor-
tant weight in the estimation of the utilities. In this paper by effort we
understand the cost of the alternative.

The method we are going to present has two stages. In the first stage
a homogenization of the expressions of the levels, using the concept of
proximity degree of a level to the best level*, is made. This homogenization
is needed because of the existence of various measures for the different cri-

terions (that is because Cy Cgy |- --» Gy are generally different from each
orther).
DEFINITION 6. Leéf @y, @s, «vvy Gy be the levels corvesponding to the

critevion Ky and let a(@ = {ay, @z .- -» a,}) be the best level. If the criterion
K; is @ maximuin one, then the proximity degree X; of the level a; to the best
level is gwen by

a
oo
and if it is a mintmum critevion it 1s given by
ai
.X'- == 2
4
Evidently this way of computing the proximity degrees is possible
only in the case of the quantitative criterions. This means that for the quali-
tative criterions another method is needed.

It is rather difficult to express how close is "g00d” to “very good”
or "very good”’ to “excellent”, if these are levels for a qualitative criterion.
In our attempts to find a numerical expression of a proximity degree ana-
logous to that in the case of the quantitative criterions we started from the
following observations :

— The qualitative criterions can allways be considered to be maximum
ones (not numerically spoken) because the levels of such a criterion are
symbolic names and they can be suitably redefined;

# By best level we understand the highest level in the case of ‘a maximum critetion
and the lowest level in the case of a minimum criterion.
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— Generally a resolver gives u ier '’
5 % erally lver p easier ''very good' for " 7
Ig)ood tf--::ar _sat1sfactory . The conclusion to whlihg we cax?lre tghggg ht};}?in
Eh :Erzﬁemdrilf ;zrz];at 11\'1(1 meth?;d we need must give such proximity gegree‘ss
: ' nce between two proximity degre 'TEe i
secutive levels dnmms]:ges when the proximij'rcy d%grzsescgcr):\f p{\){lﬁﬁi}g ttz' ally
we cf(uld formulate this observation as in the followings . Pt
sl e1.:l 'C = {ay, a3, ..., a,} be the set of all possible levels for a quali-
a?twf}:l cnl;enon so that @; < a;4, =1, » — 1. If X is the mapping which
aches to each level its proximity degree to the best level q,, then for all

the triples a;_;, a,, a; i =9 n— 1 :
ol p L @, %1 €C, 1 =2, n—1, the following relation must

*) X(a,) — X(ai1) > X(a;11) — X(a,).

We shall represent the levels a,, i
el y Ay ..., a, b i
glrs(;t;bgzed_ on [Oﬁ 1], vzlth o the first otzie {(a,) and Sl’ trl)l(:eml‘;sst u(ﬁiior(r‘rlll)y
w on, when not specified, ¢; will denot fated
o A TR0 Sk 2 i ote'the number associated
From the mathematical analysis it' is
mat; i ysis it is known that a i ]
[@, b] — R, which is continuous and for which relation (*) hoﬁil;1 Il)g ch:)gn i
(see [1]). This leads us to search for the ”proximity degree mapping”’ it
the Xoncave mappings. T T
bout the mapping X we 4dlso su
. ' ppose that X(a,) = 0 and X ==
that is a, is th imati A He) < L
s a e worst approximation of the best level and a, is the best

' Summarizing, the ’’proximit ing”’ i
SladdEn followinggproblemp; ity degree mapping’’ must be a solution

X'(a) <0, for all ¢ = (0, 1)

' JX"(a) > 0, for all a =
(P) o\ T a < (0,1)
X(1) =i

The problem (P) has an infini i
of solui‘zcions it fo(r iilstance that c::fe lzhtlearngl(;prgrrgggegfc,ftﬁgluf%;)ris. )? (Z;as_s
(£ gj;e;e cin :— Igiln_ f_;gz)crlr,l {he [1——1, 0]. If we want to take the pro;imity
i obtainpd g frot is class we have to choose a value for  such that
ed mapping X, is as close as possible to the statistical reality
To establish p we suggest the following method : .

— for each level @, 1 =2, » — 1 we consider as statistical proximity

degree the imni i
thgt % meanvalue of %2 proximity degrees estimated by % specialists,
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— we choose p such that the sum

g(ﬁ‘“?“f' (1 — ) - — X1

has the lowest value.

If p, is the value obtained, then X, may be used as proximity degree
mapping. The problem remains open in the direction of establishing the
class of solutions of (P) which are the closest to the reality.

After computing the proximity degree for each level we have a uniform
expression of the possible consequences for each alternative.

In the second step the utilities are computed. For this purpose we
first compute the proximity degree of the effort needed by each alternative
to the best (minimum) effort. The utilities are computed as products between
the proximity degree of each level and the proximity degree of the effort
for each alternative.

In conclusion the formula for the utility of the level ay is’

u(ay) = ? - Xy,

4

where
¢, — is the minimum effort;
e; — is the effort needed for the alternative v, ;

X;; — is the proximity degree of the level a;.

REMARKS 1. When ¢, = ¢,, = 0 and X; =0 we have by convention
#(a;) = 1 (this would suit a situation in which no effort is needed to obtain
nothing) ;

2. When ¢, = ¢, = 0 and X;; # 0 we agree to take u(a;) = oo (this
would suit a situation in which something is obtained without any effort,
situation which would be extremely “’useful” for anyone).

3. When ¢, # 0 and X; =0 we have u(a;) =0 (that is although
an effort has been made no result is obtained, a situation which is not at
all desirable).

4. In'the manner we treated this problem a criterion cost” has no

sens.
~ In the followings we shall present the mathematical model which
results from the presentation made above.

Let {X,}i—i7 be a family of sets considered to be attributes in the sens
we specified at the beginning of the paper. An element of the set X, will
be called a value of this attribute. :

DEFINITION 7. For the given attvibutes Xy, X,, . .., X,, by set of alterna-
tives we understand a subset ¥ of the cartesian product X; X X, X ... X X,

Let {K,, K, ..., K,}be the set of the considered criterions, where
K, = (0, C,), i=1, m and let’s note €=C; X C; X ... X C,. The
set O = {N,;, N,, ..., N} denotes the states of nature (2], [3].
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DEFINITION 8. By estimation mapping of the levels corresponding to
the state N, of nature we understand a mapping \E;: ¥ — € X [0, 1], which
satisfies the following conditions :

(i) 2’ I (E,(v)) = 1 for all ve ¥,

(ii) T4(E,(v)) = My(E(w)) for all v, w =,
where I, denotes the projection mapping on the second component of the
cartesian product C X [0, 1]. ‘

rREMARKS 1. II,(E;(v)) is the probability of the accomplishment of
the state N, of nature.

2. The estimation mappings can be specified through tables of formu
las. If the estimation mappings don’t have second components they are
called partial estimation mappings.

The estimation of the needed effort for each alternative and state of
nature is made by the means of a mapping V;: ¥ —R,, called effort
mapping.

DEFINITION 9. The coeficient of importance is a mapping K : {K}i-Tm —

— [0, 1] such that ;lK(K,.)———l and which shows the weight of each criterion

in the given decision problem.
The solving of the decision problem stands in solving the following
maximum problem

max 23 (i ui(v,;) - K(K:')) - IL(Ey(v)),

y“_e“? =1 \j=1

Where n;i% V(v
v = 42— — . X
u;(v,) Vo) j

for thes state N, of nature. X represents the proximity degree.
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