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0. Let 9, =9, (R), x =R, be the space of testing functions of a
real variable and 9, , = 9, , (R?*!), x = R, y= R? the space of testing
functions of p -+ 1 variables. @, = @; (R) and @, , = 9, ,(R**!) denote

k
the corresponding dual spaces. Further, we use the notations: DF — -

ok
for the derivatives of the functions belonging to ®,, and D :ﬁ, Dj'f[ =
ok

= where y,, ¢ =1, 2, ..., p are the coordinates of the vector v,
Vi

for the derivatives of the functions belonging to D, ,.

L. Let a = R?. We consider the following operators on the space @, ,
J(@): 9, -,,

#
(1) J(@) [p)(%, 9) = @(x. — i y)

it
for any ¢<= 9,,, where a, 1 =1,2,..., p are the coordinates of the
vector a, and

I(a): D, , >
@ 1@ p](x) = { J@e](x, 3)dy
r?

for any ¢ € 9, ..
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We remark that
Ha)le]l = <1,, J(a)[e] >
for any ¢ €9, ,, where 1, is the regular distribution defined by the
function 1, =1, for any y = R?. )
We observe also the evident propertiés

J(@ Jb) = JO) J(@) = J(a+2?); a <R, b = Re
I(a) J©) = 1(6) J(a) =I(a +b); a =R, b = R*
the succession of the operators being from right to left in the case of

the product I].
Finally, we observe that

1
L) [¢](x) = — | P, [¢](x, y)dy
1] Bﬁ
for any ¢ = 9,,, where
Poulol®y) = o(s yu - Yict 0, Yivs <0, 9)
for any ¢ € 9,,, where
1
o
i k7

2. We consider now the following operators on the space 9D, ,,
respectively 9,

J@): o, -9,
3) J@[Tley =<T, J@[eD
for any T € @, , and ¢ € 9, ,; and

I(a): D, - D, ,

(4) @) [T] o> =(T, I(a) [¢])
for any T'€®; and ¢ € 9, ,.
The following properties are immediate :
Ji@) J)=J0) Jia) = Jla+); a =R, b < o
J@) Ih)= J@)fle) = Ha+b); a <R?, b R

PROPOSITION L. If f <= @, is a regular distribution, then I{a)[f}] is the
regular distribution defined by the fumction g for which we have

g(x, ) =f(9f + S:‘ a,-y,-)

=1

where (x, ¥) € R X Re.

=

>
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Proof:

For any ¢ = 9, ,, we have

~ b
d@UL & =<, Ta)e) = {fax (o= — Y e, y)dy =

R R?

b [ ?
= S f(x)cp(x =>4y, y)dxdy = s f(x +33 afy,)<p(x, y)dxdy

Rro+1 =1 RA+1 i=1
Corollary L. If « €~§D,’, 1S the regular distribution defined by

the function o € Cg, then I(a)[a] is the regular distribution defined by
the function B = Cgxgre for which

. ¢
B(x, y) = “(x +2 “fyf)
1=1

where (%, ¥) = R X R, ‘

PROPOSITION 2. If « = Cg, then for any T € 9, we have

I{a) [«T] = I(a)[«] - I(a)[T]

On the right side we have the product of the distribution I[a)[T] =
€ 9, , and the function I(a)[a] € Cgypr.

Proof:

For any ¢ €9,,, we have

~ ~ ~ ~

d(a)[a] 1(a)[T], ¢y =<L(a)[T], @l(a)[a]y =
=(T, I(a)[¢I(a) [«]]> =T, al(a)[p]) =
=<aT, 1(a)[o]) = (@) [«T], o)
PROPOSITION 3. For any T € 9, we have the following rules
D, 1(a)[T] = I(a)[DT]
D, I(a)[T] = aI(a)[DT]
for every i =1, 2, ..., p.

Proof:
For any ¢ € 9,,, we have

d(@)[DT), ¢ =<DT, I{@))[eD =
= —<T, D@ [¢])) = —<T. I(a)[D.9]> =

= — (@[T, D,pp = <D.I(a)[T], ¢
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.'l‘he first rule is proved. We shall prove the second rule for an arbi-
trary 4. We have, for any @ < Dy, 90

a~

(D, I(a)[T], o> =d(@)[T], — Dyo>=
1 J—
— 1, — 1@ DD =T =~ § P Doy =

[
=T = {5y Palely )y =
134
_ /T, — 2 (L P leldy> =

< "p ox
R

= @l 1 5 | Puleldy )y =

134

a;
|ai|

~

_ (DT, 1@)[9)> = <aT(@[DT],

(For the signification of P, [¢] and of =, see the end the section 1).

s e D, we have yI(a)[T] =0 for an ¢ €
e {II,)RZ(?P?jS-I)l I;’)? ;ﬁdlj}o{m;de EDR” , then T i) 0(- e d
Proof:
Tet y € @, such that S y,7(y)dy = 1. Let Uz, ¥)= J(—a)lexl(x, ¥)
where ¢ € @, is arbitrary.l'l‘hen we have
(1@ [T), by = I@IT] nJ(—a)lex]> =
T @ Iy (—a) [ex]]> = <Tb L, 3@ T~ ex]>> =

(7, 1, vy =<0 o\ vy = <T@

Rr?

From (T, @) =0 for any ¢ < @, results T = 0.

i ing i f p -+ 1 variables the fol-
3. We define for the testing functmn,s, of |
Jowing , finite difference operator of order p”, which operator maps these
functions in the space single variable testing functions:

By Ds»(RPF) — D(R)
5) A, =1I(,1,..., 1) —I0 L. DA I L 0]
0,0, 1, .., )4 I L L, 0, 0]+
(—1)? 10, 0, ..., 0)

1
-
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For the distributions belonging to 9D,(R) we define | the finite dif-
ference operator of order p” in the following manner :

Ay 9UR) -9, (ReHY)

6 ! BT, oy = <T, Aol

for any T € 9,(R) and ¢ = @, , (R2+1).

We observe that if f is a regular distribution defined by the locally
integrable function f, then A,[f] is the regular distribution defined by
the function '

G5 3) =S 3 b ) — b ) — =l
v+ +y/;71) "“f(x+y3‘|‘)’4+---+yﬁ)+---+f(x+}"1'+‘
Tyt Ype) o 4 (= 1)f(x)

PROPOSITION 5. For any T = D,(R) we have

AITY = 919y ... 9,1(8y, 0, ..., 0,)[DPT]

where 0, € (0, 1), =1, 2, ..., p."
Proot:
Let p = 1. In this case we have

Ay D,,(RE) M) Ay = I(1) — 1(0); &,: DYR) — D, (R?)

For any T = 9,(R) and ¢ = 9, , (R?), we have

AT o =<(T, AloTy =<T., <L, (J(1) — JO)lol(x, y:)>) =
=T, {ly,, —y.D.J(0,) [CP](x; v =L, Ly, J(0)[—D.yi0l(%, ¥ =
=T, I(6,) [—D,y,0) 1) =T, —DI(6,) [y 0> = <_')’1T<61) [DT], ¢

We obtain
ALT] = 90(6,)[DT]

where 0, € (0, 1).
Now let p =2, In this case we.have

Ap: 9D, ,(R] -9 (R), A, = I(1, 1) — I(1, 0) — I(0, 1) + I(0, 0),
Ay DYR) — D ,(Re)
We observe that for any ¢ = 9, ,(R®)
(I(1, 1) = 10, 1))[e] = — DI(6, 1) [319]

and

(I(1, 0) — 10, 0)[¢] = — DI(6,, 0)[y:19]
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occur, where 6, € (0, 1). Hence
Azle] = — D(I(0,1) — I(6;, 0) [y,9]
Since
(£(05, 1) — I(6, 0)) [51¢] = — DI(6y, 0,) [y17,0]
where 6, € (0, 1), we obtain
Aylo] = D2I(0y, 0.) [y1y.9]
where 6, € (0, 1); 1 =1, 2.
Hence
Ba[T], @) =T, Aglo] =
=<T, D*1(6,, 6, (Y1320 = {31y, 7-(61: b,) [D2T], o
for any T = 9y(R) and ¢ = 9, (RS).
In a similar way we can prove the relation from the proposition 5
for an arbitrary #. ,
4. Now let » = 1. For the testing — functions from D, ,, where in

this case h is a scalar variable, we define the following operator which
maps these functions in the space 9, : )

AV D,y — D,
AL =ATNJ() — J0), 7 > 2, Al = A,
On the space @;, we define now the operator
Ao, »a),
in the following manner
BYT), ¢y =<T, Aol

for any T' € 9, 9 €9, , and # > 1.
If T is defined by a locally integrable function f, then

QilT) @ =<T, AlleD = | /() - Alp)(x, By =
R
=\ f@ el — b B) — oz, B)dedh — { e+ 1) —£(2)] olx, B)dxdn
R? R2

We conclude that in this case Aj[7'] is the distribution defined by
the function «(x, %) = f(x + #) — f(x). Generally, if T is defined by the

function f, then ZY[T] is the distribution defined by the function
Blx, B) = f(x + wh) — Cof (2 + (n — 1)h) + Cof(a+(n—2)h)+ . . . +(—1)"f(x)

\
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PROPOSITION 6. For any T € 9., we have
AY[T] = m*T(n8)[D"T]
occurs, where 0 = (0,1), n > 1.

Proof
Let » = 1. For any ¢ €9, we have

BT, 9y =<T, Moy =<T, AfoT> —
=T lolx — 1) — ol Mk =
) |

= < TZ,S — hel(x — 6, h)dh> = (T, {1}, — hoi(x — 6B, RS> =
R

=T, <Ly, J(6)[— Doy = (T, I(0)[— D holy =
=<T, — DI(8)[hp]y = <AI(0)[DT], o)
hence
M[T] = RI{6)[DT] ‘
where 6 < (0, 1). .
In order to apply the proof by induction, we observe that
@BIT], 9p =T, Aoly = (T, A (J(1) — J(0)) [0 =

=Q1TTI, (JA) — JO) [e]>
for any T « 9, and o <€Dy ‘
Now, by induction hypothesis we have

BT @) ==t 2l(n — DO 1T, (J(1) — J(O) o> =

= <hn—1Dn—1T, g [o(x — b — (n —1) 0K, h) — o(x — (n — 1) Bh, k)jdk> -

R
= <h"—1D"-1T,S — ey (% — (n—1)0k — 0%, B)dk) —
R -
= (1(n8) [D"T], o>

for any T €9,, ¢ 9,,» and the proposition is proved.
5. Let be the functional equation

AT1=0
where T = @),



|
/ J
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Using the proposition 5 we can write

Yy o pl(By, B8y .., 8,)[DPT] =0

Jlence D?T = 0, which relation leads to the
PROPOSITION 7. The gencral solution of the functional equaition

AJ[T]=0

in distribuiions is a rvegular distribution defined by an arbitrary polynomial
of degree at most p — 1. ‘
We consider also the functional equation

AT]=0
where T € 9D,,.
Using the proposition 6 we can write
BeI(n0)[D*T] =0
We deduce D"T =0 and we have the /
PROPOSITION 8. The general solution of the fumctional equation

AY[T] =0

b

in distributions is a regular distribution defined by an arbitravy polynomial
of degree at most n — 1.

(Corollary 2. The general solution of the Fréchet functional
equation

flr -y vt e by —fEF Yyt F ) — . — S F
+ YAy +yp;1) + ...+ (_1)pf(x) =0

‘n the class of the locally integrable functions vs an arbitrary polynomial
of degree at most p — 1.

Corollary 3. The general solution of the functional equation
flx - nh) — Cif(x + (. — 1A) 4+ ... 4+ (=1)"f(x) =0

in the class of locally integrable functions is an arbitrary polynominal of
degree at most n — 1.
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