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Abstraet. This paper represents a sequel to the earlier papers by the
author [15 — 18], for presenting the results obtained in fractional program-
ming. Following the classification given by Stancu-Minasian (1981d), in the
paper [15] we have presented several applications of fractional program-
ming. We have also presented the methods used for solving : a) the pro-
blems of linear fractional programming [167, b) the linear fractional pro-
gramming problems with several objective functions [17] (1981h)), e)
complex  fractional programming [18]. In this paper we present the
state of the art in separable fractional pProgramming.

Separable programming constitues a linear programming extension
for handling certain types of nonlinear functions within ' the " framework
of a general linear format. Separable programming problems are nonli-
Dear programming problems with separable objective and constraint
functions. First of all, we recall the definition of separability. The func-

n
tion F(wy,. . .,x,) is separable if By, . . . 2,)= 3. () i.e. it can be repre-
) 1

j—=
sented as a sum of functions each involving only one variable in its
argument. Then we define the nonlinear separable programming problem.

(1) Maximize (minimize) F(z) = S Fi(x;) subject to -
j=1

rel= {uc he(w) = )_: hifw;) < by i = 1,...,m; 2; 20,7 = 1,...,11}

J=1

where the functions i, are assumed to be separable and confinuous.

The basic idea in solving the above problem is to use piecewise
linear approximation to each nonlinear function of the objective funection
and to solve the linear programming problem so obtained. A. Charnes
and 0. Lemke (1954) proposed an approximation technique for minimig~
ing nonlinear separable convex funectionals subject to linear constraints,
C. BE. Miller (1963) generalized this approach, to include the nonlineay
separable funetions. Further, we recall a linearization technique due to
Kortanek and Evans (1967).
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Tunormy 1 (Ko taniel and Bvank 1967)). " Tet' £ e’ a continiously
differentiable functiomdefined on the apen conver setoX = B, Consider the
two programs : T maximize { f(z) :z e ¢} and II maximize {Vfla*)-2:2eC)
where O s a closed sel contained in X, ¥* € O and VH@*) is the gradient
of JG) in the point w*. Then ¥ is an optimal solution for T if and only
if @* ds an optimal solution for II provided either one of the following
conditions holds : a) f is pseudoconcave on X : b) J s quasiconcave on X
and. NF@) 29, 32 5000 C1 ek 2 Ldatah v/ 1 :

Reeently, these methods were gencralized for solving separable frac-
tional programming problems (see Almogy and Levin (1971), Anand and
Swarap (1970), Arvora and Aggarwal (1977), Cernov and Lange (1970),
Cernov (1971, 1972) Gogi (1969), ‘Jagannathan (1965a, b), Kaul and
Datta (1981), Tigan (1977, 1981) and Wadhwa (1969)).

R. Jagannathan (1965D) develops a procedure for solving the
prohlem

2) L\[il}hﬁim {F(ml,.ﬂ .',mﬂ) =130 (el 4 8500 ig> O, §5 > 0)1: A'-i,,:ri.b;z'. >O}
(i i J=1, , i 1 !

Hevdemonstrates thé following theorer.

Tlil:O"ﬁ,Ej«( 2 (J. agannathan (1965D)). If F(z)=,3 !

(esf(@y —isy)) and

{ ) ” i poi 1R ‘ Sl 2.;”.‘;;78._ o :
QOw) =87 N;% %) 1ps2y awhere Nji= woiulio ;o= At ’)——.-a;u!
] Jy ¥ y Mi 5
s 400000
s s} i 8y O, | i ey L Ga!

{
n

s (2 68), them (i) H(40) — 3 (orfs)) + Q@)
(i1) (@) 35 oifs) 4 Q@) for alhn 0,56y 22D | 0T () |

o) a0 00

According to this theorem, R. Jagannathan reduces the solving of sepa-
rable fractional programming problem (2) to a sequence of convex quadra-
tic programnming problems. Minimize {Q(x): A < b; & >0} where the
solution of the &™ problem is used to define QU+ V() for the (& + 1)t
problem. The algorithm stops when the reduction in the successive values
of @(z) beeomes very small. We remark that due to the function F(wy,...,z,)
is convex we can apply the method of A. Charnes and O. Lemke (1954)
to solve the problem (1).

P. Anand and K. Swarap (1970) consider the following problem :

n
(3) Maximize{m],. L) = ST Tt (B, (a,->_0,,8,->0>}
j=1 [
subject to w ez | Aw < b,'s =0} '
Here the objective function is neither concave nor convex. In order to
solve this problem, they reduce'it to a sequence’ of concave quadratic
programming problems. The sequence of points solving the quadratic
problems is shown to converge 10 a local solution of the problem (3).
The relation between the problem (3) ‘and the concave quatratic
problem is given by the following theorem.
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i THEORREM 3 (Andﬁ_’d@nd S\s’al‘}'upl(iﬁﬁ’O)).-if I][f._’(.i;)':
17 A

Q%)= ~+ Y s ok 2 [P0y 2) D] whereinj = .-
j S P eyl ;

P00 0 289 ;) 0F mtd b il 41 4
by = = CEEBIOE B i s o (1) F(w) = %(a0),

(e0),  VIH(a0) = v Q°(0). i wlhy '

N.K. Gogia (1969) considers the following problelﬁ

(4) Maxil;nize-.-F{.r_,_,. ol Sy :(E j}(?ﬂj))/(}: gj(mj)) subje'ct to 7 e D where
{ 1 ,F-'"-'l } I | A | } 1

"
D= lreR"| N hilay) < by, i@ = Loy, @ 20,7 = L..., »n} and the
P i i i

problem fanetions are assumed continuous. Each of the funetions I
gy and by 18 approximated by a sef; of piecewise linear functions following
(R DR Miller (1963), and the resulting linear fractional progiam is )
w7y i Ty \ ! 2"

& 1 AT J u LI A %
(5)  Maximize ¥ _(E ) )\I.‘jfk}')/(z W )x,,,-_(/,,j) subject to Y

r L I

i

Y
) y \2_" )‘kj}[’];'[j<
4 j=1k=0 j=1k=0 k—0

=1

. ' .

Sbyi=1,...,m; Y A=, de=1,.. its Ay > 0 for all &, §. Solving this
ko0, s 5 G iy

problem by applying simplex algorithm,with restricted basis entry in the

})'aasls_such that not moere than Gwo |, are positive we obtain the solu-

tion Ay, It the two Ais are positive then they must be adjacent. Then

77-. 1 1
Ty == 3 My will be the approximate solution of the original problem,
i k=0 \ y ) ;
| Jq. P. Cernovand B. (3, Lange (1970) givie an approximative method
for solving a' transpors problem with ssparable tractional function

ol Minimize F(z) = ( 5_; }E"ffj(-mw))/( Z }‘ gij(rvu)) where '@ = (2)

=171 i=1;521 H

™

and v'e D=tz e R E Xy = @y, E &y, = b,-}, £ = {x | %< @y < Ryt
| 'j|=] 'Rl ¢

=1
The functions f;;, iy @re linearized using the §-form (Hadley (1964)) and
the new problem has the form '

Minimise” {33 30 ohgse - i)/CE B 0 4 64 15} g e, 5 g
Yrs = 0} ’ )
and y,, must Satisty a certain supplimentary condition.

Ju: P. Cernov (1971) considers the following separable problem

() Minimize T(wy,. .., w,) = (Z f]-(m,))/(z gj(mj))
j=1 j=1

subject to e { @

&9

n

Yohi(2) < by, = Loy e & e < Byyj = ],...,n}-
=1
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He utilizes the same method, namely to approximate all separable func-
tions by linear functions with a greater number of variables, and by
means of it reduces the problem to linear fractional Pprogramming problem.

Vijay Wadhwa (1969) considers a ¢lass of mathematical programiming
problems where the objective function is the sum of separable quadratic-
linear fractional funectionals and the set of constraints is a convex
polyhedron.

=1

(8) Minimize{lﬂ(xl,. oy @) = Y [(By-bmua)) [(w4-¢,)] | Ae—=b; @ > O} .

It is supposed that ¢, >0, &, >0, my; = 0, which make the above function
convex. The method proposed requires the solution of a sequence of
quadratic programming problems and is based on the following theorein.

Inrorem 4 (Wadhwa (1969)). If F(z) = Y (B -+ ma)) (2 + ¢)],
il =11,

" n
where Ly, ¢;>0 and m; > 0 are constants and Go(@) = Y a;w) — Y, By,
j—1 j=1

7
where oy = [m; — VF(a9)]/c;, Bi = [205(F; +mycd)/o(af + ¢;)2] — V F(2),

and ®° = (a9,...,2%) >0, then a) F(z) < Gol(@) 4 Y (Byfes), for all & > 0,
j=1

D) Tat) = Gola) 4 3, (Tfe, ©) VI(a9) = Vyfa).
J

j==1
Y. Almogy and O. Levin (1971) consider the following 'separable

kL
problem (9) I\-'I':.l,x'imize|.F(-.r_:l,. cotn) = Y [(ciw+ o) (div+B,) ]| Aw <b, @ >0}>
i=1 4
where @ 18 an n-component column vector, ¢, and d; are /n-component
column vectors (¢ = 1,...,k), 4 is an mXn matrix, b is an m-component
column vector, and o, B, are given constants.

They consider the value of each function Jilw;) as a parameter f;
that can be varied, irrespective of whether or not it is attainable on feas-
ible set. In this manner, the problem can be transformed into equivalent
ones of maximizing multiparameter linear or concave functions subject
to additional feasibility constraints. If the linear fraction’s denominators
are restricted to nonnegative coefficients, the problems can be transform-
ed into those of finding a root (in the case of separability this root is
unique) of a monotone-decreasing convex parametric function. When the
number of terms in the objective function is equal or less than three,
Y. Almogy and 0. Levin give an efficient algorithm. In the special
case when the coefficient matrix 4 consists of nonnegative elements (s
in most transportation problems), Y. Almogy and O. Levin utilized the
combinatorial property of the parametric presentation in outling a method
of solution.

¥

St. Tigan (1977) comes to a separable fractional programming pro-
blem related to the resources dynamic distribution problem, wherein the
resources utilization efficiency (mean income to the time unit) is maxi-
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mized. The model is'the following :

Maximize F(w,,...,z,) = (ﬁ" Sfilay) + oc)/(z g:{®) + .»’3)

Try iZ1

" .
subject to Y way < by o, = @, > B; > 0, @, integers where w;, a; (, (it=
i=1
= 1,...yn), «, B and b are given real numbers. He gives an algorithm
for solving this problem which consists in golving a finite number of
ordinary dynamic programming problems.

Also, I mention a:recently paper of Savita Arora and 8. P. Aggarwal
(1977) dealing with maximizing the sum of & finite' number of separable
linear coneave (convex) fractional Functions. The nonconvex piecewise
linear separable programming problem is the following:

s

¢l 1 == \(] 5 X —=b ."v. = j — 1 '_(Y>
Maximize {V, =}, —"—— B;,X;, =b, BX;, =b, ] R . -
{ j}:jl ¢ X+ oy ng o

>0,j=1,...8¢ where ¢;, A, ane each #n; x 1 component vectors, b

and b; are vectors with m and m; components, B; and B; are m X n,
and m; X n; matrices, y; and «; are scalar constants. A decomposition
principle is derived with the dynamic programming approach to sollvmg
this problem. This results in a series of parametric qu'a,dra,tlc f;'ac‘glqna,l
subprogrammes whose recursive solution yields the solution tothe original
problem.

Finally, I give a recent paper of R. N. Kaul and Neelam Datta
(1981) which considers the following nonlinear fractional programiming
problem.

Maximize F(x) = (Zlf,-(mj) -+ 22‘, hj(yj)) /2 g/ x;) subject to 21 e ;) +
j=1 j=1 =1 j=

+ Yy, <b, i=1...m;5 2,20, j=1...m; 920, j=1,...n
j=1

th;'ethe functions fi(x;) (j = 1,...,n,) are concave and h;(y,) (J=1,...,n,)
gile) (3 =1,...m) and e (1 = 1,...,m; j =1,...,m,) are convex and
g5 z;) are agsumed to be positive over the feasibility region.
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