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1. Let
€)) x,.,=fk,),n=0,1,2,..
be an iterative method for finding the root x = a of the real or complex equation
Fx)=0.

For the iterative method (1) which converges to x = a, we say it is of order kif
2) lx,,,—a =0(x,-d*), n>w.

If the function f (x) is & times differentiable in a neighborhood of the limit
point x = a, then the iterative method (1) is of order k if and only if

€) f@=af(@=f"(@=..=fCV (@)= 0, [P ()20
2. In [6] Theorem 1 is given which represents the consequence of a theorem
proved in [1]. In [2] Theorem 2 is proved. We state here these theorems.

THEOREM 1. Let (1) be an iterative method of order k (> 2), and let the
function f(x) be k+1times differentiable in a neighborhood of the limit poznt
x=a.T hen

o = )= )= £ () =

“) =xn—(1+—]Ef'(xn))(x"—f(x,,)), n=0,1,2,...

is an iterative method of order at least k+1.

THEOREM 2. Let (1) be an iterative method of order k. Let the function f(x) be
k+1 times differentiable in a neighborhood of the limit point x = a and let
f'(a) # k.Then
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f(xn)_%f'(xn)xn X _f(x )
(5) x"+] = 1” =xn—n1—.n,, n=0,112,...
l—zf'(x,,) l—zf'(xn)

is an iterative method of order at least k+1.

3. In this paper we also give an iterative process by which, starting from an
iterative method of order k, one obtains an iterative method of order at least A+ 1.
In this connection the following theorem is proved here.

THEOREM 3. Let (1) be an iterative method of order k. Let the function f (x)
be k+1 times differentiable in a neighbourhood of the limit point x = a and let
f'(a) # 1. Then

NPT PN I AP A CA)
(6) w1 = S(5) =2 "(5) 1—71(—f'(x,,) ;
that is :
@)Ky = [1+l[1f}(x())n(x —f (), n=0,1,2,...

is an iterative method of order at least k+1.

Proof of Theorem 3. In the method (1) the iterative function is f'(x), and in
the method (6) the iterative function is

® o) = 1920 4.

For the function g (x) we shall prove that

) ga) = a, g'(a) = g"(a) = ... = gW(a) = 0.

By hypothesis, (1) is an iterative method of order k and therefore relations
(3) hold.

In view of, we obtain from (8)
(10) g(a@)=a.

From (8) we have

ETRCE TatC = WA B

() 2L i 226
(11) [2)f “{1 f()J 4 ){l-f'(x)J '
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In view of relations (3), we obtain from (11)
(12) gNa)=0 forr=1,2,.., k1.

Since

[x_f(x)} (-7 @) +(x- () /")
1—if () (1= ')

and keeping in mind relations (3), from(11) for » = & we obtain

(13) £9(@) = 14 (@)~ [k s (@) = 0.

From (10), (12) and (13) we conclude that conditions (9) are fulfilled, which
means that the iterative method (6) is of order at least k+1, which ends the
proof of Theorem 3.

For k=1 the iterative methods (5) and (6) coincide and reduce to

xu—f(xn)
1= f'(x,)

4. An example. If (1) represents Newton's method for finding simple roots of

Xl = Xy — , n=0,1,2,...

the equation F(x) = 0, namely

F(x,)
(14) S i
Xp+1 Xy F,(xn) > N 0,1,2,...
which means that
F(x,)
X, )= Sl ey e
f( n) Xy F,(xn) »

then from (4), (5), (6) we obtain the following methods, respectively:

(15) X))o F(x,) 2(F (%, ))2+F(x )F"(x,)
n ; n F' (x) Z(F ) »
S F(x,) 2(F'(x, )
(16) Yy = %y e |
F'() 2(F ()] - F (x,) F(3,)
W) e - El) 2EG) P )P ()
F'(x,) 2(F'(x, ))2—2F(x) "(x)
(m=0,1,24i1)5
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According to the preceding theorems, the iterative methods (15), (16), (17) are of

order 3, since as we know Newton's method, (14) is of order 2.
Method (15) is known as Chebyshev's iterative method (see [3]).The

asymptotic error constant for the iterative method (15) is

GO L0

6(F'(a))

Method (16) represents Halley's iterative method (see [4] and [5]). The as-
ymptotic error constant for the iterative method (16) is

It 2 | i
0, ) 2P @)

12(F'(a))

For the iterative method (17) the asymptotic error constant is

C3 =—-—*—Fl”(a) .

6(F'(a))’

5. Methods (15), (16), (17) are special cases of family iterative methods

F(x,,) R 2(F'(x"))2—SF(JC”)F"(X,,) , h=0,1,2,...
Fl(xu) Z(F"(xn»z_(S+1)F(x")F"(x") |

(18) Xpe1 = Xy —

where s is a finite parameter.
For simple roots of the equation F(x) = 0 the order of the iterative method

(18) is 3 for every fixed finite value of the parameter s, which is easily verified.
The asymtotic error constant for the iterative method (18) is

3(1-s)(F"(a)’ —2F (a) F " (a) '
12(F'(a))’

C, =

For s =-1 from (18) we obtain Chebyshev's method (15), and fors =0 from
(18) we obtain Halley's method (16). For s = 1 from (18) we obtain method (17).
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