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1. INTRODUCTION

Given a nonlinear function £ : R" — R”, in order to approximate a solution
of the equation

F(x)=0,
the classical Newton method is usually applied:
X = X1 B ) FG), k70, Ty Ly, | kg €/ REgiven,,
or, equivalently,
F' (x) s, = —=F(x,)," where "5, =x;,['~x,.
But in many cases it turns out that the above linear systems are not solved
exactly, so, in order to study the convergence and the convergence order of the

method, an error term must be taken into account.
In the paper [3] there are considered the inexact Newton methods:

PRl s —F (p) + 7

Local convergence of these methods is studied and also neeessary and suffi-
cient conditions on the magnitude of r, are imposed for a certain convergence
order to be achieved.

In the present paper we shall show how these results can be easily extended
to the chord method, which has a theoretically higher efficiency index than the
Newton method, since at each step for forming the linear system, only the values
of F'at x, and x,_, are needed. Unfortunately the chord method is not very safe for
all practical cases since, for example, a too fast convergence of one component in
the sequence (x,) may lead to averflow errors or division by zero.

DEFINITION 1.1 [4] We call the first order divided difference of F on the
distinct points x, y € R", denoted by [x,y; F}, a linear operator belonging to £ (R")
and satisfying
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D [xy; F](o = x) = F(y) ~ F(x) ;
2) If Fis Fréchet differentiable at z € R” then lim [x,y; F] = F'(z). O

X, y—=>z

ays to choose the linearly independent
», depending on the dimensionn e N,

It is known [1] that there are several w
first order divided differences for given F, x;

Forexampleif x = (x) - Ly =0)

=1,n 3 | = t 1en W
=1 € I{ Vvlth X. & ! n 1 ' We

o F r E('vl"""yj’xj’*‘l""’xﬂ)_F;'(yb"'>yj_];xj,...,.l'”>
Loy Fl,, = :

Vi=Xj

The chord method is given by the iteration

~1 2 g
Xpp] = X — [xk_l,xk;F] F(xy), k=12,..., Xg,% € R” given,

and it has the convergence order 1+ V5
2

(1,1) [xk—l?xngJsk = *F(xk) +1, k=12

. The inexact chord method studied 1s

yeni, X, X, € R" given,
the residual 7, satistying ”I;‘” / “F(xk)“s Ny, where ”” is a given norm in R”.
We shall suppose hereafter that the function F obeys the following conditions:
C1) There exists an x* e R” such that F (x*)=0;

C2) Fis continuously Fréchet differentiable at x*

C3) F' (x*) is nonsingular.

2.LOCAL CORNVERGENCE OF INEXACT CHORD METHODS

As in the case of inexact Newton methods, when the forcing sequence (M) is
uniformly less than one, an attraction theorem can b. stated, i.e. for any suffi-
ciently good initially guesses X, and x,, the sequence (x,) converges to x*.

LEMMA 2.1 If the conditions C1)-C3) hold, then for any vy > 0 there exists

& > 0 such that if x,y EB(X*,8)={Z eR”)”z—x*”Se} then [x,y;F] is

nonsingular and

1) [ F]- P (x7)

Hgyr

2) ’[x,y; F]_l o Fr(x*)-l

=y
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LEMMA 2.2 If F is differentiable at x", then for anyy > 0 there exists € > 0
such that

) - £(s7) - PNy -2 <o -1

l:f‘ y i x'" S 8 . D .. .
” The lemmas are immediate consequences of Definition 1.1, respectively of
the definition of F'(x").

- ¥
THEOREM 2.3 Suppose that n, <nm<g<1 forallk e N and write

p= max{uF' (x‘)“, uF' (x' )_1

] s L x, - x" the sequence (x,) given by
are chosen to satisfy nxl - XS "JLO x ” thefn l.q. e A
(1.1) converges to x", and, moreov’élr, the following inequalities hold:

} _ Then there exists € 2 0 such that if x,, x, € B(x',€)

2.1 ”xk+1 an x*”* < qnxk - x*n* , k=20,

=6,

Proof. From the definition of p we get

where || y‘

22) i»”y" <yl <y, for all yeR™
Since M < ¢ , there exists y > 0 sufficiently small that

(1+ yp)(R(1 + ym) + 2v1) < q.
Now, by Lemmas 2.1 and 2.2, choose & 20 sufficiently small that

(2.3) ”[x,y; F]- F'(x')” <y
(2.4) [x, 7 F]_1 - F'(x")_1 <y
(2.5) ”F(y)—F(x*)—F'(x*)(y—x') Sy"y—x" ]

for ”x - x‘" < p?e and ”y - x*” < ple.

We prove (2.1) by induction.
For k=0, by (2.2) we get

1

i.e. (2.1) hold.

T

1 *
Xp — X 5

% ?
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Supposing now that it holds for ; = 0,1, .., k-1, it follows that

e < e <1 = gt -

S B2t - 57 < e,
so that (2.3)—(2.5) hold for x = X, yandy=x |
By Lemima 2.1 we have now from (1.1) that X4, exists. Moreover, since

P Youn =) = (12 (e s T (e )
'("k + ([xk—hxk; F] =MEU (x*))(xk - x*) Ls (F(xk) i F(x*) R (x*xxk 9 x*)))

and

F00) = (" Yok = %)+ (o) - F(x*) - P(x Yy = 2°)),

taking norms, using (2.3)-(2.5) and the choice of y we obtain
pHﬁhm*_pngU
(7953 ENEy o F (") e - 20 [+
G- P) - R ) s
< (e ) F Gl + v flee — x|+ vy - B

el = <) 2y -]

=l 21

S(T+yp)(M+yp) + 27»)ka i A” = q”xk - *” °

which proves the linear convergence of (x,). O

3.RATE OF CONVERGENCE OF INEXACT CHORD METHODS

In this section the convergence order of inexact chord methods is characte-
nzed in terms of the rate of convergence of the relative residuals and of residuals.

DEFINITION 3.1 [3] Let (x,) be a sequence which converges to x". Then
1. the sequence (x.) converges to x* superlinearly if

Xk i x*“ = o(”xk - x*") as k- o
2. the sequence (x;) converges to x* with weak order at least ¢ (g > 1) if

1/g*
< 1.

lim sup”x,{ -x"
k— oo
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-1

' . 1 i . gl
LEMMA 3.2 [3] Let o = max{“F' (x )“ +$,2ﬁ}, where B = HF (x")
Then the following inequalities hold.:

<|Fo) s oy -+,

1 *
At
o

Jor “y Ll x*H sufficiently small. O

THEOREM 3.3 Assume that the sequence (x,) given by (1.1) converges to x”.
Then x, — x" superlinearly if and only if

Il = o{|F(xe)]), as & > eo.

Proof. Assume that x, — x" superlinearly. Since
e (F(xk) - F(x*) - F' (x*)<xk - x*)) - ([xk_l,xk; F] - F'(x*))(xk el x*) +

() (i) F ) o )

taking norms, ‘

il = [P - FG) = (Y = s ) - ()
F (o) + et s 1= P (" ) e~ ] =
= offpe = x°]) + oW = 57+ (7 ()] + oDl — ) =

= ol =) = A0 25 2 o,

P - 2+

by Lemmas 2.1, 2.2 and 3.2.
Conversely, assume that “1,(” = o("F (x; )”) . As in the proof of theorem 2.3,

”xk+1 - x*H < ( F'(x*)_l j(“’L” +
+“[xk_1,xk; F] - F (x*)H ka - x*” + “F(xk) — F(x*) - F'(x*)(xk - x*>“> =
- (J ) o)l - s = ol - <) -

= olfFC]) + ol =) = offi — =) w5 > o,

again by Lemmas 2.1,2.2and 3.2. O

+ [xk_l,xk;F]_l - F'(x*)_l
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DEFINITION 3.4 /4] Given the distinct points x, y, z & R?, the second order divided
difference of Fon x, Y and z is a linear operator [x, rz F ] € (R", Z <R"))

such that
1. [x,'y,z; F](z —x) :[y,z;F]—[x,y;F] and
2. if Fis twice differentiable at u € R” then

lim [x,y,z F)= —21—F"(u). ]

Yo YsZ—u

we have

then ”[x*,x,y; F]”SK

llv:F1- ()

< K(“x —x*"+”y—x*“) Jor all x,y eB(x*,s).
Proof. By Definition 3.4 we have
”[x,y; F]—F'(x*)”=N[x,y;F]—[x*,x*;F]”:
= ”[J;,y; F]—[x*,x;F]+[x*,x;F]—[x*,x*;F]”:
= ”[x*,x.,y; F](y = .1'*) +[x*,x*,x; F}(x = x*)NS K(”y - x*“+“x = x*“). (.

Re'mar/ft 3.6 The condition imposed in the above Lemma holds, for example
when F is twice continuously differentiable at x". )

DEFINITION 3.7 [6] The mapping F'is Holder continy ;
.. ' . finuous with ex !
(O<p<1) arx® ifthere exists L >0 such tha: T

7 0)-F (s hy-

Jfor ”V —x*“ sufficiently small. 3

=i %]?g]\(/)bi jcfj Egc]z rff F"is Hélder continuous with exponent p at x*, then there
)= oy

3

Jor ”y ~x*“ sufficiently simall, [J

LEMMA 3.5 If there exist & > 0 and K > 0 such that for all x,y < B(x"¢)
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THEOREM 3.9 Assume that the sequence (x,) given by (1.1) converges to x*,

1+\/§

F'is Hélder continuous with exponent p, at x*, where 1+ p; = T

If x, — x* with weak order at least 1 + Dg then r,— 0 with weak order at

least 1 + p,.
Ifr, — O with weak order at least 1 + Py, Fsatisfies the condition of Lemma

3.5 and there exists k, € N sufficiently large such that “ku —x*“Scy and

”xk]+1 = x*" Scy™? ) with ¢, Y given below by the weak convergence of r,, then
x,—> x* with weak order at least 1 + Do
Proof. Let L be the Holder constant and let o and L' be the constants givenin

Lemma 3.2 and Lemma 3.8 respectively. Pick & > 0 sufficiently small that for all
x,y € B(x"€), there exists [x, y; F]-! and

) ey -]
[y F]”
Jpo)-rie <y

“F(y)— F(x*) —F'(x*)(y—x*)us L'“y—x*

'Sa

Po

I+p,

Such an € exists by Lemma 3.2, the continuity and the Holder continuity of
F'atx® and Lemma 3.8.

Asume that x, - x* with weak order at least 1 + Py Then there exist
constants 0 <y < 1 and &, > 0 such that

G.1) e == <y O for k> k.

Now choose k; > k, sufficiently large that
”xk - x*“S g for k>k.
From the definition of 7, ,
LB T TR P

< ot(”ka 5 x*" + ka - X*”) 8z a"xk , x*”
by (3.1),

””k” < a(y(l+p0)k“ +y(1+po)k) +ay(1+po)k =S (aypo(1+po)k " 2a)y(1+po)k,
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so that
”"k” < 3ocy(1+”°)‘: for k> k.

The result now follows immediately from the definition of weak order of
convergence,

a5
e

Conversely, assume that ”rk ” — 0 with weak order at least 1+ Py =

Then there exist constants 0 <y < 1 and kq 2 0 such that

bl < v @2 gor ks,

Suppose also that ”[x*, X ) F]” <K forx, y € B(x"g).

=22k + L))", if (202K +1))" 51
Let

=K+ L) it (2a(2k + L)) <1

and

”xk - x*” < min{e,cy} for k> ky, ”x,q“ - x*” Scylta

and admit that ky 2 ky is sufficiently large that

o (1 okl‘l 01—)«; 1
@ 04n) [-1e10) ]SE for k> k .

and

)i

“xk - x*“ < oy (o b (o) il - 2

From the g;ﬁllitipll of weak of convergence if suffices to prove that
The proof is by induction. When % = k, it follows from the assumption

“ka - x*" <c¢y and ”th - x*" <yl

on /cl that

|

L3
.¥k+1—x”S =+

et T (el +
+”F(xk) 1 F(x*) - F (x*)(xk - x*)

< a(”rk” + K{J -2

[xk_l, X5 F] - F (x*>

)=

| Y I

-2

1+ py
<
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1+ py

4+ py

< ay(1+"°)k + aK“xk ~x" + aK“xk_l - x*””xk - x*" + aL'“xk -x"

- s+ Dfe - J sk -y -]
< ay(1+po)* +a(K + Lt)cl+poy(l+po)k+1_lq + aKC_y(HpO)MJ 'C'Y(H_‘UO)A.-I_M ¢
oy OL’Y(HPO)k N o((K N L')cl*‘lloy(l"'l’o)hl_h N aKc2y(1+P0)kH_h

As in the proof of Theorem 2.3,

" (l+po)lr A cy(1+po)k+l-lu

< ay (a(K +L)c? + aKc) =

b

+a(K + Lo + oth} <
¢

(1+4 ))m-lq 1 1 (1+p, )k+1—k|
<c¢c =, it = .
Y SRy
since 1 + p; satisfies 12 = ¢+ 1. We get
so that x, — x* with weak order of convergence 1 + PO
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