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## 1. INTRODUCTION

Approaches to the problem of approximating the eigenvalues of linear operators by the Newton method have been done in a series of papers ([1], [3], [4], [5]). There is a special interest in using the Newton method because the operatorial equation to be solved has a special form, as we shall see. We shall study in the following the convergence of the Chebyshev method attached to this problem and we shall apply the results obtained for the approximation of an eigenvalue and of a corresponding eigenvector for a matrix of real or complex numbers. It is known that the convergence order of Newton method is 2 and the convergence order of Chebyshev method is 3 . Taking into account as well the number of operations made at each step, we obtain that the Chebyshev method is more efficient than the Newton method.

Let $E$ be a Banach space over $K$, where $K=\mathbf{R}$ or $K=\mathbf{C}$, and $T: E \rightarrow E$ a linear operator. It is well known that the scalar $\lambda$ is an eigenvalue of $T$ if the equation

$$
\begin{equation*}
T x-\lambda x=\theta \tag{1.1}
\end{equation*}
$$

has at least one solution $\bar{x} \neq \theta$, where $\theta$ is the null element of the space $E$. The elements $x \neq \theta$ that satisfy equation (1.1) are called eigenvectors of the operator $T$, corresponding to the eigenvalue $\lambda$.

For the simultaneous determination of the eigenvalues and eigenvectors of $T$ we can proceed in the following way.

We attach to equation (1.1) an equation of the form

$$
\begin{equation*}
G x=1 \tag{1.2}
\end{equation*}
$$

where $G$ is a linear functional $G: E \rightarrow K$.
Consider the real Banach space $F=E \times K$, with the norm given by
(1.3) $\|u\|=\max \{\|x\|,|\lambda|\}, u \in F, u=\binom{x}{\lambda}$ with $x \in E$ and $\lambda \in K$.

In this space we consider the operator $f: F \rightarrow F$ given by

$$
\begin{equation*}
f\binom{x}{\lambda}=\binom{T x-\lambda x}{G x-1} \tag{1.4}
\end{equation*}
$$

If we denote by $\theta_{1}=\binom{\theta}{0}$ the null element of the space $F$, then the eigenvalues and the corresponding eigenvectors of the operator $T$ are solutions of the equation (1.5)

$$
f(u)=\theta_{1} .
$$

Obviously, $f$ is not a linear operator.
It can be easily seen that the first order Fréchet derivative of $f$ has the following form [4]

$$
\begin{equation*}
f^{\prime}\left(u_{0}\right) h=\binom{T h_{1}-\lambda_{0} h_{1}-\lambda_{1} x_{0}}{G h_{1}} \tag{1.6}
\end{equation*}
$$


where $u_{0}=\binom{x_{0}}{\lambda_{0}}$ and $h=\binom{h_{1}}{\lambda_{1}}$. For the second order derivative of $f$ we obtain the expression

$$
\begin{equation*}
f^{\prime \prime}\left(u_{0}\right) h k=\binom{-\lambda_{2} h_{1}-\lambda_{1} h_{2}}{0} \tag{1.7}
\end{equation*}
$$

where $k=\binom{h_{2}}{\lambda_{2}}$.
The Fréchet derivatives of order higher than 2 of $f$ are null
Considering the above forms of the Fréchet derivatives of $f$, we shall study in the following the convergence of the Chebyshev method for the operators having the third order Fréchet derivative the null operator.

## 2. THE CONVERGENCE OF CHEBYSHEV METHOD

The iterative Chebyshev method for solving equation (1.5) consists in the successive construction of the elements of the sequence $\left(u_{n}\right)_{n \geq 0}$ given by

$$
\begin{equation*}
u_{n+1}=u_{n}-\Gamma_{n} f\left(u_{n}\right)-\frac{1}{2} \Gamma_{n} f^{\prime \prime}\left(u_{n}\right)\left(\Gamma_{n} f\left(u_{n}\right)\right)^{2}, \quad n=0,1, \ldots, u_{0} \in F, \tag{2.1}
\end{equation*}
$$

where $\Gamma_{n}=\left[f^{\prime}\left(u_{n}\right)\right]^{-1}$.
Let $u_{0} \in F$ and $\delta>0, b>0$ be two real numbers. Write $S=\left\{u \in F \mid\left\|u-u_{0}\right\| \leq \delta\right\}$. If $m_{2}=\sup _{u \in S}\left\|f^{\prime \prime}(u)\right\|$, then $\sup _{u \in S}\left\|f^{\prime}(u)\right\| \leq\left\|f^{\prime}\left(u_{0}\right)\right\|+m_{2} \delta$ and $\sup _{u \in S}\|f(u)\| \leq\left\|f\left(u_{0}\right)\right\|+$ $+\delta\left\|f^{\prime}\left(u_{0}\right)\right\|+m_{2} \delta^{2}=m_{0}$. Consider the numbers

$$
\begin{gather*}
\mu=\frac{1}{2} m_{2}^{2} b^{4}\left(1+\frac{1}{4} m_{2} m_{0} b^{2}\right) \\
\nu=b\left(1+\frac{1}{2} m_{2} m_{0} b^{2}\right) \tag{2.2}
\end{gather*}
$$

With the above notation, the following theorem holds:
THEOREM 2.1 If the operator fis three times differentiable with $f^{\prime \prime \prime}(u) \equiv \theta_{3}$ for all $u \in S\left(\theta_{3}\right.$ being the 3 -linear null operator $)$ and if, moreover, there exist $u_{0} \in F, \delta>0, b>0$ such that the following relations hold
i. the operator $f^{\prime}(u)$ has a bounded inverse for all $u \in S$, and

$$
\left\|f^{\prime}(u)^{-1}\right\| \leq b
$$

ii. the numbers $\mu$ and $\nu$ given by (2.2) satisfy the relations

$$
\rho_{0}=\sqrt{\mu}\left\|f\left(u_{0}\right)\right\|<1
$$

and

$$
\frac{v \rho_{0}}{\sqrt{\mu}\left(1-\rho_{0}\right)} \leq \delta
$$

then the following properties hold:
j. $\left(u_{n}\right)_{n \geq 0}$ given by (2.1) is convergent:
ji. if $\bar{u}=\lim _{n \rightarrow \infty} u_{n}$, then $\bar{u} \in S$ and $f(\bar{u})=\theta_{1}$;
ijj. $\left\|u_{n+1}-u_{n}\right\| \leq \frac{v \rho_{0}^{3^{n}}}{\sqrt{\mu}}, n=0,1, \ldots$;
jv. $\left\|\bar{u}-u_{n}\right\| \leq \frac{v \rho_{0}^{3^{n}}}{\sqrt{\mu}\left(1-\rho_{0}^{3^{n}}\right)}, n=0,1, \ldots$.
Proof. Denote by $g: S \rightarrow F$ the following mapping:

$$
\begin{equation*}
g(u)=-\Gamma(u) f(u)-\frac{1}{2} \Gamma(u) f^{\prime \prime}(u)[\Gamma(u) f(u)]^{2} \tag{2.3}
\end{equation*}
$$

where $\Gamma(u)=\left[f^{\prime}(u)\right]^{-1}$.

It can be easily seen that for all $u \in S$ the following identity holds

$$
\begin{gathered}
f(u)+f^{\prime}(u) g(u)+\frac{1}{2} f^{\prime \prime}(u) g^{2}(u)= \\
=\frac{1}{2} f^{\prime \prime}(u)\left(\left[f^{\prime}(u)\right]^{-1} f(u),\left[f^{\prime}(u)\right]^{-1} f^{\prime \prime}(u)\left\{\left[f^{\prime}(u)\right]^{-1} f(u)\right\}^{2}\right)+ \\
+\frac{1}{8} f^{\prime \prime}(u)\left\{\left[f^{\prime}(u)\right]^{-1} f^{\prime \prime}(u)\left\{\left[f^{\prime}(u)\right]^{-1} f(u)\right\}^{2}\right\}^{2}
\end{gathered}
$$

whence we obtain
(2.4) $\left\|f(u)+f^{\prime}(u) g(u)+\frac{1}{2} f^{\prime \prime}(u) g^{2}(u)\right\| \leq \frac{1}{2} m_{2}^{2} b^{4}\left(1+\frac{1}{4} m_{0} m_{2} b^{2}\right)\|f(u)\|^{3}$,
or
(2.5) $\left\|f(u)+f^{\prime}(u) g(u)+\frac{1}{2} f^{\prime \prime}(u) g^{2}(u)\right\| \leq \mu\|f(u)\|^{3}, \quad$ for all $u \in S$.

Similarly, by (2.3) and taking into acount the notation we made, we get

$$
\begin{equation*}
\|g(u)\| \leq v\|f(u)\|, \text { for all } u \in S \tag{2,6}
\end{equation*}
$$

Using the hypotheses of the theorem, inequality (2.5) and the fact that $f^{\prime \prime \prime}(u)=\theta_{3}$, we obtain the following inequality:

$$
\begin{gathered}
\left\|f\left(u_{1}\right)\right\| \leq\left\|f\left(u_{1}\right)-f\left(u_{0}\right)-f^{\prime}\left(u_{0}\right) g\left(u_{0}\right)-\frac{1}{2} f^{\prime \prime}\left(u_{0}\right) g^{2}\left(u_{0}\right)\right\|+ \\
+\left\|f\left(u_{0}\right)+f^{\prime}\left(u_{0}\right) g\left(u_{0}\right)+\frac{1}{2} f^{\prime \prime}\left(u_{0}\right) g^{2}\left(u_{0}\right)\right\| \leq \mu\left\|f\left(u_{0}\right)\right\|^{3}
\end{gathered}
$$

Since $u_{1}-u_{0}=g\left(u_{0}\right)$, by $(2.5)$ we have

$$
\left\|u_{1}-u_{0}\right\| \leq v\left\|f\left(u_{0}\right)\right\|=\frac{v \sqrt{\mu}\left\|f\left(u_{0}\right)\right\|}{\sqrt{\mu}}<\frac{v \rho_{0}}{\sqrt{\mu}\left(1-\rho_{0}\right)} \leq \delta
$$

whence it follows that $u_{1} \in S$.
Suppose now that the following properties hold:
a) $u_{i} \in S, i=\overline{0, k}$;
b) $\left\|f\left(u_{i}\right)\right\| \leq \mu\left\|f\left(u_{i-1}\right)\right\|^{3}, i=\overline{1, k}$.

By the fact that $u_{k} \in S$, using (2.5) it follows

$$
\left\|f\left(u_{k+1}\right)\right\| \leq \mu\left\|f\left(u_{k}\right)\right\|^{3}
$$

and from relation $u_{k+1}-u_{k}=g\left(u_{k}\right)$

$$
\begin{equation*}
\left\|u_{k+1}-u_{k}\right\|<v\left\|f\left(u_{k}\right)\right\| \tag{2.8}
\end{equation*}
$$

The inequalities $\mathbf{b}$ ) and (2.7) lead us to

$$
\begin{equation*}
\left\|f\left(u_{i}\right)\right\| \leq \frac{1}{\sqrt{\mu}}\left(\sqrt{\mu}\left\|f\left(u_{0}\right)\right\|\right)^{3^{i}}, i=\overline{1, k+1} \tag{2.9}
\end{equation*}
$$

We have that $u_{k+1} \in S$ :

$$
\left\|u_{k+1}-u_{0}\right\| \leq \sum_{i=1}^{k+1}\left\|u_{i}-u_{i-1}\right\| \leq \sum_{i=1}^{k+1} v\left\|f\left(u_{i-1}\right)\right\| \leq \frac{v}{\sqrt{\mu}} \sum_{i=1}^{k+1} \rho_{0}^{3 /-1} \leq \frac{v \rho_{0}}{\left(1-\rho_{0}\right) \sqrt{\mu}}
$$

Now we shall prove that the sequence $\left(u_{n}\right)_{n \geq 0}$ is Cauchy. Indeed, for all $m, n \in \mathbf{N}$ we have

$$
\begin{align*}
& \left\|u_{n+m}-u_{n}\right\| \leq \sum_{i=0}^{m-1}\left\|u_{n+i+1}-u_{n+i}\right\| \leq v \sum_{i=0}^{m-1}\left\|f\left(u_{n+i}\right)\right\| \leq  \tag{2.10}\\
& \leq \frac{v}{\sqrt{\mu}} \sum_{i=0}^{m-1} \rho_{0}^{3^{n+i}}=\frac{v}{\sqrt{\mu}} \rho_{0}^{3^{n}} \sum_{i=0}^{m-1} \rho_{0}^{3^{n+i}-3^{n}} \leq \frac{v \rho_{0}^{3^{\prime \prime}}}{\sqrt{\mu}\left(1-\rho_{0}^{3^{n}}\right)}
\end{align*}
$$

whence, taking into account that $\rho_{0}<1$, it follows that $\left(u_{n}\right)_{n \geq 0}$ converges. Let $\bar{u}=\lim _{n \rightarrow \infty} u_{n}$. Then, for $m \rightarrow \infty$ in (2.10) it follows jv. The consequence jjj follows from (2.8) and (2.9).

## 3. THE APPROXIMATION OF THE EIGENVALUES AND EIGENVECTORS

 OF THE MATRICESIn the following we shall apply the previously studied method to the approximation of eigenvalues and eigenvectors of matrices with elements real or complex numbers.

Let $p \in \mathbf{N}$ and the matrix $A=\left(a_{i j}\right)_{i, j=\overline{1, p}}$, where $a_{i j} \in K, i, j=\overline{1, p}$.
Using the above notation, we shall consider $E=K^{p}$ and $F=K^{p} \times K$. Any solution of equation

$$
\begin{equation*}
f\binom{x}{\lambda}=\binom{A x-\lambda x}{x_{i_{0}}-1}=\binom{\theta}{0}, \quad i_{0} \in\{1, \ldots, p\} \quad \text { being fixed } \tag{3.1}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{p}\right) \in K^{p}$ and $\theta=(0, \ldots, 0) \in K^{p}$, will lead us to an eigenvalue of $A$ and to a corresponding eigenvector. For the sake of simplicity write $\lambda=x_{p+1}$, so that equation (3.1) is represented by the system

$$
\begin{equation*}
f_{i}\left(x_{1}, \ldots, x_{p}, x_{p+1}\right)=0, \quad i=\overline{1, p+1} \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{i}\left(x_{1}, \ldots, x_{p+1}\right)=a_{i 1} x_{1}+\ldots+\left(a_{i i}-x_{p+1}\right) x_{i}+\ldots+a_{i p} x_{p}, \quad i=\overline{1, p} \tag{3.3}
\end{equation*}
$$

and
(3.4)

$$
f_{p+1}(x)=x_{i_{0}}-1
$$

Denote by $P$ the mapping $P: K^{p+1} \rightarrow K^{p+1}$ defined by relations (3.3) and (3.4). Let $\bar{x}_{n}=\left(x_{1}^{n}, \ldots, x_{p+1}^{n}\right) \in K^{p+1}$. Then the first order Fréchet derivative of the operator $P$ at $\bar{x}_{n}$ has the following form
(3.5) $P^{\prime}\left(\bar{x}_{n}\right) h=\left(\begin{array}{ccccccc}a_{11}-x_{p+1}^{\prime \prime} & a_{12} & \cdots & a_{1 i_{0}} & \cdots & a_{1 p} & -x_{1}^{n} \\ a_{21} & a_{22}-x_{p+1}^{n} & \cdots & a_{2 i_{0}} & \cdots & a_{2 p} & -x_{2}^{n} \\ \vdots & \vdots & & \vdots & & \vdots & \vdots \\ a_{p 1} & a_{p 2} & \cdots & a_{p i_{0}} & \cdots & a_{p p}-x_{p+1}^{n} & -x_{p}^{n} \\ 0 & 0 & \cdots & 1 & \cdots & 0 & 0\end{array}\right)\left(\begin{array}{c}h_{1} \\ h_{2} \\ \vdots \\ h_{p} \\ h_{p+1}\end{array}\right)$,
where $\bar{h}=\left(h_{1}, \ldots, h_{p+1}\right) \in K^{p+1}$. If we write $\bar{k}=\left(k_{1}, \ldots, k_{p+1}\right) \in K^{p+1}$ then for the second order Fréchet derivative we get
(3.6) $P^{\prime \prime}\left(\bar{x}_{n}\right) \bar{k} \bar{h}=\left(\begin{array}{ccccc}-k_{p+1} & 0 & \cdots & 0 & -k_{1} \\ 0 & -k_{p+1} & \cdots & 0 & -k_{2} \\ \vdots & \vdots & & \vdots & \vdots \\ 0 & 0 & \cdots & -k_{p+1} & -k_{p} \\ 0 & 0 & \cdots & 0 & 0\end{array}\right)\left(\begin{array}{c}h_{1} \\ h_{2} \\ \vdots \\ h_{p} \\ h_{p+1}\end{array}\right)$

Denote by $\Gamma\left(\bar{x}_{n}\right)$ the inverse of the matrix attached to the operator $P^{\prime}\left(x_{n}\right)$ and $\bar{u}_{n}=\Gamma\left(\bar{x}_{n}\right) P\left(\bar{x}_{n}\right)=\left(u_{1}^{n}, u_{2}^{n}, \ldots, u_{p+1}^{n}\right)$. Let $\bar{v}_{n}=P^{\prime \prime}\left(\bar{x}_{n}\right)\left(\Gamma\left(\bar{x}_{n}\right) P\left(\bar{x}_{n}\right)\right)^{2}=$ $=P^{\prime \prime}\left(\bar{x}_{n}\right) \bar{u}_{n}^{2}$. We obtain the following representation

$$
\bar{v}_{n}=P^{\prime \prime}\left(\bar{x}_{n}\right) \bar{u}_{n}^{2}=\left(\begin{array}{ccccc}
-u_{p+1}^{n} & 0 & \cdots & 0 & -u_{1}^{n}  \tag{3.7}\\
0 & -u_{p+1}^{n} & \cdots & 0 & -u_{2}^{n} \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & -u_{p+1}^{n} & -u_{p}^{n} \\
0 & 0 & \cdots & 0 & 0
\end{array}\right)\left(\begin{array}{c}
u_{1}^{n} \\
u_{2}^{n} \\
\vdots \\
u_{p}^{n} \\
u_{p+1}^{n}
\end{array}\right) .
$$

From this relation wo can easily deduce the equalities

$$
\begin{gather*}
v_{i}^{n}=-2 u_{p+1}^{n} u_{i}^{\prime \prime}, \quad i=\overline{1, p}  \tag{3,8}\\
v_{p+1}^{n}=0 .
\end{gather*}
$$

Writing $\bar{w}_{n}=\left(w_{1}^{n}, w_{2}^{n}, \ldots, w_{p+1}^{n}\right)=\Gamma\left(x_{n}\right) \bar{v}_{n}$ and supposing that $\bar{x}_{n}$ is an approximation of the solution of systen (3.2), then the next approximation $\bar{x}_{n+1}$ given by method (2.1) is obtained by

$$
\begin{equation*}
\bar{x}_{n+1}=\bar{x}_{n}-\bar{u}_{n}-\frac{1}{2} \bar{w}_{n}, i=0,1, \ldots \tag{3.9}
\end{equation*}
$$

Consider $K^{p}$ with the norm of an element $x=\left(x_{1}, \ldots, x_{p}\right)$ given by the equality

$$
\begin{equation*}
\|x\|=\max _{1 \leq i \leq p}\left\{\left|x_{i}\right|\right\}, \tag{3.10}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\|A\|=\max _{1 \leq i \leq p} \sum_{j=1}^{p}\left|a_{i j}\right| \tag{3.11}
\end{equation*}
$$

It can be easily seen that $\left\|P^{\prime \prime}\left(\bar{x}_{n}\right)\right\|=2$, for all $\bar{x}_{n} \in K^{p+1}$. Let $\bar{x}_{0} \in K^{p+1}$ be an initial approximation of the solution of system (3.2). Consider a real number $r>0$ and the set $\bar{S}=\left\{x \in K^{p+1}\left\|x-x_{0}\right\| \leq r\right\}$. Write $m_{0}=\left\|P\left(\bar{x}_{0}\right)\right\|+r\left\|P^{\prime}\left(\bar{x}_{0}\right)\right\|+2 r^{2}$, $\bar{\mu}=2 \bar{b}^{4}\left(1+\frac{1}{2} \bar{m}_{0} \bar{b}^{2}\right)$ and $\bar{v}=\bar{b}\left(1+\bar{m}_{0} \bar{b}^{2}\right)$, where $\bar{b}=\sup _{x \in \bar{S}}\|\Gamma(x)\|, \Gamma(x)$ being the inverse of the matrix attached to the operator $P^{\prime}(x)$.

Taking into account the results obtained in Section 2 the following conse-
holds: quence holds:

COROLLARY 3.1 If $\bar{x}_{0} \in K^{p+1}$ and $r \in \mathbf{R}, r>0$, are chosen such that the matrix attached to the operator $P^{\prime}(x)$ is nonsingular for all $x \in \bar{S}$, and the following
inequalities hold:

$$
\begin{gathered}
\rho_{0}<\sqrt{\bar{\mu}}\left\|P\left(\bar{x}_{0}\right)\right\|<1 \\
\frac{\bar{v} \bar{\rho}_{0}}{\sqrt{\bar{\mu}}\left(1-\bar{\rho}_{0}\right)} \leq r
\end{gathered}
$$

then the following properties are true
$\mathrm{j}_{1}$ the sequence $\left(\bar{x}_{n}\right)_{n \geq 0}$ generated by (3.9) is convergent;
$\mathrm{jj}_{1}$ if $\bar{x}=\lim _{n \rightarrow \infty} \bar{x}_{n}$, then $P(\bar{x})=\theta_{1}=(0, \ldots, 0) \in K^{p+1} ;$
$\mathbf{j} \mathbf{j} \mathrm{i}_{1}\left\|\bar{x}_{n+1}-\bar{x}_{n}\right\| \leq \frac{\overline{\bar{\rho}} \bar{\rho}_{0}^{3^{n}}}{\sqrt{\bar{\mu}}}, n=0,1, \ldots ;$
$\mathbf{j} \mathbf{v}_{\mathbf{1}}\left\|\bar{x}-\bar{x}_{n}\right\| \leq \frac{\bar{v} \bar{\rho}_{0}^{3^{n}}}{\sqrt{\bar{\mu}}\left(1-\bar{\rho}_{0}^{3^{n}}\right)}, n=0,1$
Remark. If the radius $r$ of the ball $\bar{S}$ is given and there exists $\left[P^{\prime}\left(x_{0}\right)\right]^{-1}$ and $2 r\left\|\left[P^{\prime}\left(x_{0}\right)\right]^{-1}\right\|<1$, then

$$
\left\|\left[P^{\prime}(x)\right]^{-1}\right\| \leq \frac{\left\|\left[P^{\prime}\left(x_{0}\right)\right]^{-1}\right\|}{1-2 r\left\|\left[P^{\prime}\left(x_{0}\right)\right]^{-1}\right\|}
$$

for all $x \in \bar{S}$ and in the above Corollary, taking into account the proof of Theorem 2.1, we can take

$$
\bar{b}=\frac{\left\|\left[P^{\prime}\left(x_{0}\right)\right]^{-1}\right\|}{1-2 r\left\|\left[P^{\prime}\left(x_{0}\right)\right]^{-1}\right\|}
$$

## 4. A COMPARISON WITH THE NEWTON METHOD

Note that if in (3.9) we neglect the term $-\frac{1}{2} \bar{w}_{n}$, then we get the Newton method:

$$
\bar{x}_{n+1}=\bar{x}_{n}-\bar{u}_{n}=\bar{x}_{n} \cdot \Gamma\left(\bar{x}_{n}\right) F\left(\bar{x}_{n}\right), n=0,1, \ldots
$$

In order to compare the Newton method and the Chebyshev method, we shall consider that the linear systems which appear in both methods are solved by the Gauss method.

While the Newton method requires at each step the solving of a system $A x=b$, the Chebyshev method requires the solving of two linear systems $A x=b, A y=c$ with the same matrix $A$ and the vector $c$ depending on the solution $x$ of the first
system. So, we shall adapt the Gauss method in order to perform as few as possible multiplications and divisions. When comparing the two methods we shall neglect the number of addition and subtraction operations.

The solving of a given linear system $A x=b, A \in M_{m}(K), b, x \in K^{m}$, (where we have written $m=p+1$ ) using the Gauss method consists in two stages. In the first stage, the given system is transformed into an equivalent one but with the matrix of the coefficients being upper triangular. In the second stage the unknowns $\left(x_{i}\right)_{i=1, m}$ are determined by backward substitution.

The first stage. There are performed $m-1$ steps, at each one vanishing the elements on the same column below the main diagonal.

We write the initial system in the form

$$
\left(\begin{array}{ccc}
a_{11}^{1} & \cdots & a_{1 m}^{1} \\
\vdots & & \vdots \\
a_{m 1}^{1} & \cdots & a_{m m}^{1}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{m}
\end{array}\right)=\left(\begin{array}{c}
b_{1}^{1} \\
\vdots \\
b_{m}^{1}
\end{array}\right)
$$

Suppose that $a_{11}^{1} \neq 0, a_{11}^{1}$ being called the first pivote. The first line in the system is multiplied by $\alpha=-\frac{a_{21}^{1}}{a_{11}^{1}}$ and is added to the second one, which becomes $0, a_{22}^{2}, a_{23}^{2}, \ldots, a_{2 m}^{2}, b_{2}^{2}$, after performing $m+1$ multiplication or division (M/D) operations. After $m-1$ such transformations, the system becomes

$$
\left(\begin{array}{cccc}
a_{11}^{1} & a_{12}^{1} & \cdots & a_{1 m}^{1} \\
0 & a_{22}^{2} & \cdots & a_{2 m}^{2} \\
\vdots & \vdots & & \vdots \\
0 & a_{m 2}^{2} & \cdots & a_{m m}^{2}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{m}
\end{array}\right)=\left(\begin{array}{c}
b_{1}^{1} \\
b_{2}^{2} \\
\vdots \\
b_{m}^{2}
\end{array}\right) .
$$

Hence at the first step there were performed $(m-1)(m+1) M / D$ operations. In the same manner, at the $k$-th step we have the system

$$
\left(\begin{array}{ccccccc}
a_{11}^{1} & a_{12}^{1} & \cdots & a_{1 k}^{1} & a_{1, k+1}^{1} & \cdots & a_{1 m}^{1} \\
0 & a_{22}^{2} & \cdots & a_{2 k}^{2} & a_{2, k+1}^{2} & \cdots & a_{2 m}^{2} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & a_{k k}^{k} & a_{k, k+1}^{k} & \cdots & a_{k m}^{k} \\
0 & 0 & \cdots & a_{k+1, k}^{k} & a_{k+1, k+1}^{k} & \cdots & a_{k+1, m}^{k} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & a_{m k}^{k} & a_{m, k+1}^{k} & \cdots & a_{m m}^{k}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{k} \\
x_{k+1} \\
\vdots \\
x_{m}
\end{array}\right)=\left(\begin{array}{c}
b_{1}^{1} \\
b_{2}^{2} \\
\vdots \\
b_{k}^{k} \\
b_{k+1}^{k} \\
\vdots \\
b_{m}^{k}
\end{array}\right) .
$$

Supposing the $k$-th pivote $a_{k k}^{k} \neq 0$ and performing $(m-k)(m-k+2) M / D$ operations we get

$$
\left(\begin{array}{ccccccc}
a_{11}^{1} & a_{12}^{1} & \cdots & a_{1 k}^{1} & a_{1, k+1}^{1} & \cdots & a_{1 m}^{1} \\
0 & a_{22}^{2} & \cdots & a_{2 k}^{2} & a_{2, k+1}^{2} & \cdots & a_{2 m}^{2} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & a_{k k}^{k} & a_{k, k+1}^{k} & \cdots & a_{k, m}^{k} \\
0 & 0 & \cdots & 0 & a_{k+1, k+1}^{k+1} & \cdots & a_{k+1, m}^{k+1} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & 0 & a_{m, k+1}^{k+1} & \cdots & a_{m m}^{k+1}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{k} \\
x_{k+1} \\
\vdots \\
x_{m}
\end{array}\right)=\left(\begin{array}{c}
b_{1}^{1} \\
b_{2}^{2} \\
\vdots \\
b_{k}^{k} \\
b_{k+1}^{k+1} \\
\vdots \\
b_{m}^{k+1}
\end{array}\right)
$$

At each step $k$, the elements below the $k$-th pivote vanishing, they are not needed any more in the solving of the system.

The corresponding memory in the computer is used keeping in it the coefficients

$$
-\frac{a_{k+1, k}^{k}}{a_{k k}^{k}}, \ldots,-\frac{a_{m k}^{k}}{a_{k k}^{k}}
$$

which, of course, will be needed only for solving another system $A y=c$, with $c$ depending on $x$, the solution of $A x=b$.

At the first stage there are performed

$$
(m-1)(m+1)+\ldots+1 \cdot 3=\frac{2 m^{3}+3 m^{2}-5 m}{6} M / D \text { operations }
$$

## The second stage. Given the system

$$
\left(\begin{array}{cccc}
a_{11}^{1} & a_{12}^{1} & \cdots & a_{1 m}^{1} \\
0 & a_{22}^{2} & \cdots & a_{2 m}^{2} \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & a_{m m}^{m}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{m}
\end{array}\right)=\left(\begin{array}{c}
b_{1}^{1} \\
b_{2}^{2} \\
\vdots \\
b_{m}^{m}
\end{array}\right)
$$

the solution $x$ is computed in the following way:

$$
\begin{aligned}
& x_{m}=b_{m}^{m} / a_{m m}^{m} \\
& \vdots \\
& x_{k}=\left(b_{k}^{k}-\left(a_{k, k+1}^{k} x_{k+1}+\ldots+a_{k m}^{k} x_{m}\right)\right) / a_{k k}^{k} \\
& \vdots \\
& x_{1}=\left(b_{1}^{1}-\left(a_{12}^{1} x_{2}+\ldots+a_{1 m}^{1} x_{m}\right)\right) / a_{11}^{1}
\end{aligned}
$$

At this stage there are performed $1+2+\ldots+m=\frac{m(m+1)}{2} \quad M / D$ operations. In both stages, there are totally performed

$$
\frac{m^{3}}{3}+m^{2}-\frac{m}{3} \quad M / D \text { operations }
$$

In the case when we solve the systems $A x=b, A y=c$, where the vector $c$ depends on the solution $x$, we first apply the Gauss method for the system $A x=b$ and at the first stage we keep below the main diagonal the coefficients by which the pivotes were multiplied.

Then we apply to the vector $c$ the transformations performed to the vector $b$ when solving $A x=b$.

Write $c=\left(c_{i}^{1}\right)_{i=1, m}$.
At the first step

$$
\begin{aligned}
& c_{2}^{2}:=a_{21} c_{1}^{1}+c_{2}^{1} \\
& \vdots \\
& c_{m}^{2}:=a_{m 1} c_{1}^{1}+c_{m}^{1}
\end{aligned}
$$

At the $k$-th step

$$
\begin{aligned}
& c_{k+1}^{k+1}:=a_{k+1, k} c_{k}^{k}+c_{k+1}^{k} \\
& \vdots \\
& c_{m}^{k+1}:=a_{m k} c_{k}^{k}+c_{m}^{k}
\end{aligned}
$$

At the $m$-th step

$$
c_{m}^{m}:=a_{m, m-1} c_{m-1}^{m-1}+c_{m}^{m-1}
$$

There were performed $m-1+m-2+\ldots+1=\frac{m(m-1)}{2} M / D$ operations

> Now the second stage of the Gauss method is applied to

$$
\left(\begin{array}{ccc}
a_{11}^{1} & \cdots & a_{1 m}^{1} \\
\vdots & & \vdots \\
0 & \cdots & a_{m m}^{m}
\end{array}\right)\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{m}
\end{array}\right)=\left(\begin{array}{c}
c_{1}^{1} \\
\vdots \\
c_{m}^{m}
\end{array}\right)
$$

In addition to the case of a single linear system, in this case were performed $\frac{m(m-1)}{2} M / D$ operations, getting



```
            for }i:=k+1\mathrm{ to }m\mathrm{ do }c[q[i]]:=c[q[i]]+A[q[i],k]*c[q[k]
```

            end;
    


We adopt as the efficiency measure of an iterative method $M$ the number

$$
E(M)=\frac{\ln q}{s}
$$

where $q$ is the convergence order and $s$ is the number of $M / D$ operations needed at each step.
We obtain

$$
E(N)=\frac{3 \ln 2}{m^{3}+3 m^{2}-m}
$$

thoonevereco-
joghookepol-
for the Newton method and

$$
E(C)=\frac{6 \ln 3}{3 m^{3}+9 m^{2}+m-6}
$$

for the Chebyshev method.


It can be easily seen that we have $E(C)>E(N)$ for $n \geq 2$, i.e. the Chebyshev method is more efficient than the Newton method.

## 5. NUMERICAL EXAMPLE

2int Consider the real matrix

$$
A=\left(\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)
$$

which has the following eigenvalues and eigenvectors

$$
\begin{gathered}
\lambda_{1,2,3}=2, \quad x_{1}=(1,1,0,0), \quad x_{2}=(1,0,1,0), \quad x_{3}=(1,0,0,1) \text { and } \\
\lambda_{4}=-2, \quad x_{4}=(1,-1,-1,-1) .
\end{gathered}
$$

Taking the initial value $x_{0}=(1,-1.5,-2,-1.5,-1)$, and applying the two methods we obtain the following results:

## Newton method

| $n$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{1}$ | $x_{3}=\lambda$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1.0 | -1.5000000000 | -2.0000000000 | -1.5000000000 | -1.0000000000 |
| 1 | 1.0 | -0.9000000000 | -0.80000000000 | -0.90000000000 | -1.6000000000 |
| 2 | 1.0 | -1.0125000000 | -1.0250000000 | -1.0125000000 | -2.0500000000 |
| 3 | 1.0 | -1.0001524390 | -1.0003048780 | -1.0001524390 | -2.0006097561 |
| 4 | 1.0 | -1.0000000232 | -1.0000000465 | -1.0000000232 | -2.0000000929 |
| 5 | 1.0 | -1.0000000000 | -1.0000000000 | -1.0000000000 | -2.0000000000 |

Chebyshev method

| $n$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}=\lambda$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 0 | 1.0 | -1.5000000000 | -2.0000000000 | -1.5000000000 | -1.0000000000 |
| 1 | 1.0 | -0.97200000000 | -0.94400000000 | -0.97200000000 | -1.8880000000 |
| 2 | 1.0 | -0.99995000189 | -0.99990000377 | -0.99995000189 | -1.9998000075 |
| 3 | 1.0 | -1.0000000000 | -1.0000000000 | -1.0000000000 | -2.0000000000 |
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