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A REVERSIBLE RANDOM SEQUENCE ARISING
IN THE METRIC THEORY OF THE CONTINUED
FRACTION EXPANSION

MARIUS IOSIFESCU

1. INTRODUCTION

Let Q denote the collection of irrational numbers in the unit interval /=0, 1].
‘Consider the so-called continued fraction transformation 1 of Q defined as
(@)= 1/o (mod 1) = fractionary part of 1/, ® € Q. Define N ,-valued functions
a,onQby a,,(0) = a](t"(a )) ,neN, ={1,2,..}, where a)(n) = integer part
of 1/w, ® €. Here t* denotes the nth iterate of t. For any n € N, , writing

['xl] =1/ x, [xl,...,xn] = 1/(x1 + [-xz,...,xn]), nx2,
for arbitrary indeterminates x,,1 < i < n, we have

o = '}i_l)r.}o[al(co),...,an(co)],a) eQ,

and this explains the name of 7. Clearly, when /is endowed with the c-algebra @, of its
Borel subsets, the a,,n € N,, are random variables defined almost everywhere with
respect to any probability measure on @, assigning probability 0 to the set /- Q of
rational numbers in I (thus, in particular, with respect to Lebesgue measure ). -

A great deal of work was done on the random sequence (a,) . andrelated
sequences. This is known as the metric theory of the continued fraction expansion
(see, e.g., [3, Section 5.2]). The probability structure of the sequence (a, )neN
under A is described by the equations ’

?»(al = i) =

ii +1)°

(1) .
Mayey = day,...,a,) = pi(s,hn €N,
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where

x+1

Ax) = ,i eN ,X € ],
pi(x) (x+i)(x+i+1) i

and g, = ["w 5% “1]- Thus, under A, the sequence (a”)neN is neither independent
nor Markovian. There is a probability measure y on @, which makes (a,)  into
a strictly stationary sequence. Known as Gauss’ measure, y is defined as

1 dx

A) = , AEe®B,.
v(4) 10g2J.Ax+1 I

It is easy to check that y is t-invariant, that is, y(‘c_l(A)) = y(4) for all 4 € ®,.

Hence, by its very definition, (a,) is a strictly stationary sequence under y.

neN,

2. A REVERSIBILITY PROPERTY

The aim of this paper is to prove the following result.

THEOREM. The random sequence (a,) . on (I, B,, y) is reversible, that is,
the distributions of (a:m <1 < n) and (a,,,_;:m <1 < n) are identical for all

mn e N,,m < n.
The proof shall follow from a chain-of-infinite-order representation of the
incomplete quotients a,, n € N, , which we are going to describe (cf. [2]). It should

be noted that a direct proof (via direct computations) is possible (see [1]).
Consider the so-called natural extension t,0f 1, which is defined as

1

1,(®,0) = (T(m)’Z(m—)—_kE)’ (0,0) € Q%

This is a one-to-one transformation of Q2 with inverse

7(,8) = [al(e; t(e)J, (0,6) e Q2

)+’

The transformation 1, preserves the measure p on @2 defined as

i(B) = 10;2 JIB( e

1+ xy
that is, p(x;'(B)) = u(B) for all B e ®?. We have

2
)2, Be(BI,

mAxI) =l xAd)=7y(d),4 e B,.

-
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Define random variables @, | € Z = {...,~1,0,1,...},on Q? by

a11(0,0) = @(7)(0,0)),
with 12= identity map and
4,(0,8) = g(0),(0,0) e Q2.
We actually have

7,(0.0) = 4,(0),3(®,0) = 4(8),.,(6,0) = 4,.(0)

forall » € N, and (0,0) e Q> By its very definition, the double infinite sequence
(?z', )1 7 On (I2, B2 ) is astrictly stationary one. Clearly, it is a double infinite version

of (a, )neN under y. It has been proved in [2] that for any ; eN +and [ €Z we have
) W@ =1[@,31,..) = pi(a) m-ass.,

where a € Q is the continued fraction with incomplete quotients a,q_y,... . ltis
interesting to compare (1) and (2). The second equation emphasizes a chain-of-
infinite-order structure of the incomplete quotients a,,n € N,, when properly
defined on a richer probability space. For further comments see [2].

Now, coming to the proof of our theorem, we note that, by strict stationarity

underp, for fixed m < n, m,n € N,, the distribution of (@;:m <! < n) is identical
with the distribution of (g,_,_,,;:m <1 < n) (both under n). But, by the very
definition of (), _, , the first distribution is identical with that of (apm<i<n),

while the second one is identical with that of (a,,,,,_;:m<I <n) (both under y).
The proofis complete.

COROLLARY (cf. [2]). The double infinite sequence () 1og On (% B2 ) is

reversible, that is, the distributions of (g, )zez and (E—I)IGZ are identical.

This follows from the very definition of the 7,/ € Z.
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