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REMINDER ON THE HISTORY OF SPLINE FUNCTIONS

G. MICULA, MARIA MICULA

At the end of the twentieth century, which sometimes is called the century of
information processing, numerical analysis has been increasingly employed in the
areas of applied mathematics. Among all fields, nowadays the spline theory is
probably the most active field in the approximation theory and plays an important
part in present-ddy mathematics and its technological applications.

Since spline functions are easy to evaluate and manipulate on computer,
being also able to be used with the remarkable theoretical developments, a lot of
important problems have been investigated and solved by using spline functions.
These include, for example, data fitting, functions approximation, numerical
integration (quadrature) and differentiation, numerical solutions of operator
equations, optimal control problems, computation of the eigenvalues and
eigenfunctions of operators, numerical methods of probabilities and statistics,
computer-aided geometric design, computerised tomography, wavelets theory, etc.

Today it seems to be a difficult adventure to propose a list of literature on
spline functions and their applications, because in the last decades over 350 books,
monographs and conference reports have been published, -

There are also thousands of original papers and more than 400 dissertations
for doctor’s degree on various aspects of the spline functions. e

To underline the efficiency and also the fascination of splines in modern
applied mathematics, let us remember the following words of the American
mathematician Philip J. Davis: “Spline approxirmations cositain the delicicus paradox
of Prokofiev’s Classical Symphony: it seems as though it might have been written
several centuries ago, but of course it could not have been” (Symposium on
Approximation of Functions, Warren, Michigan, U84, 1964).

Yor a detailed presentation of the problem on spline functions we refer to e
monographs [2], [3], [15] and [26], and for an exhaustive literature we refer to [17).

Generally, 1. J. Schoenberg (1903-1990) is regarded as the father of splines,
pacicularly on account of his pioneering paper [23]. If there is a father of splines,
there alse has 1o be a grandfather or a gread... grandfather,
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Even Schoenberg himself states that “B-splines were probably known to
Hermite and certainly to Peano” (see [24], p. 1) and further “B-splines were already
known to Laplace (1820)” (see [24], p. 11). Still further back in history, Schoenberg
writes [24] that certain splines have their seed in “exponential Euler Splines”
based on the generating functions studied by Euler (1755).

The purpose of this paper is to point out briefly that the spline functions have
been considered in a variety of publications, discovered and rediscovered independently
by many mathematicians, particularly in the period 18951945, but so far they seem to
have been mainly overlooked. As we shall further underline, an essential contribution
in the development of spline function theory was brought by the Romanian
mathematicians T. Popoviciu (1906-1975) and D. V. lonescu (1901-1984). Their
contributions preceded the paper [24] of L. J. Schoenberg, himself borm in Romania
(Galati, 1903) and graduated in 1926 at the University of Iagi. In his fascinating book
—Mathematical Time Exposured, AMS Inc., 1982 (translated in Romanian in 1989) —
and also in paper [25], Schoenberg underlined the contributions of the Romanian
mathematicians T. Popoviciu and D. V. Tonescu in the field of spline approximation.

Following the excellent survey paper of Butzer, Schmidt and Stark [5], we
shall briefly mention in the development of spline function theory the contribution
of L. Maurer (1896), M. Learch (1908), A. Sommerfeld (1904 and 1928), C. Runge
(1904), H. L. Rietz (1924), T. Popoviciu (1935), J. E. Fjeldstaad (1937), K. Frinz
(1940) and D. V. Ionescu (1952), several other authors involved in splines being
only summarily presented.

Nominating L. J. Schoenberg as the father of splines, it will be seen that
K. Frinz could be called the “engineering grandfather of splines” and A. Sommerfeld
deserves the attribute of “great-grandfather of splines”, being the first to give a
geometric interpretation of B-splines as well as to draw some spline curves.

The central B-spline of order n €N, alias basic spline curves, alias spline
frequency function, alias fandamental spline function, is defined by

i

i sing ' 1 sin—;f
(D M, (x) = om bl " du = EJ.o 5 cos(ux)dx,
2 2

where the Fourier transform on IR can be replaced by the Fourier cosine transform
on (0, 20), since the sin c-function defined by

sin x
x

for x 20 and =1for x=0

sin c(x) =

is odd.
It is shown that

® M) = [ M, (W),
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: 11
where M, has support [——;—,%] with M, (x) > 0, M(x) =1 for x € [—5,5]

and = 0 for x e[—%,—;—]andfurther

3) [T =1 n e,

Whereas expression (1) is useful for mathematical purposes, as regards the
applications it is more practical to consider the explicit representation

@ u0 = S (e i)

* k=0 +

The functions M, form a basis in the sense that every spline function S, of order

n (namely a function of class C*%(R) such that on each interval (k - g,k + l—g),

k €Z , reduces to a polynomial of degree n—1) can be uniquely represented in
the form

(5) S"(X) = chMn(x it k)
k=-c

with appropriate constant coefficients c,. Conversely, any such series represents a

spline of order n. : _
A point of interest in spline theory is the approximation of a function f from

its values f % taken on the nodes % equally spaced on the real axis IR, in the
form of the operators [EYys

®) Af)=3 f(%)M,,(Wx ot e TR

f=—c0
as W — o,n € N being fixed. It is known that, provided f < C(R),

™ Ay f(x) > f(x), W > .

With regard to the literature, Schoenberg himself [23] defines M, via the
Fourier transform (1) and observes (4). He adds that the representation of (1) in
the form (4) is essentially due to Laplace, a fact taken up by J. V. Uspensky (1938)
[29, pp. 277-278], and that S. Bochner (1936) [1] worked out M (x) forn=1,2, 3.
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He also cites the works of W. A. Jenkins (1926) and T. N. E. Greville (1944) [9].
Regarding the transform connection of B-splines with the sin c-function, a large
number of research artigles have been done in the past 50 years, but the best
information is to be found in [3], [24] and [26].

L. Maurer [14] defined in 1896 the nth integral mean £ (x) of an integrable
and bounded function fon R successively by i

1 ¢+h
® £9) = o= [ e+ 0, Ji(x) = £(x), h e R,
and showed that the following relation held

1 e

O AGE A fx+u)M, (2“7) du = f: f(zhu)M,,(z—x}; u u) du.

Also, he proved that /,(x) - f(x), n — « and h - 0.

Observe that one can regard /(%) in the form (9) as a continuous version of
the discrete spline-approximation 4 w/ considered in (6) with W = Ly .

He also established that %

" £ - ) _6_):2
(10y M) =S

so that the M (x) approximate the Gauss frequency distribution.

A. Sommerfeld [27] was interested in this aspect and noted Maurer [14] for
the precise mathematical details shown in 1904, namely, that the approximation
(10) might be also rewritten in the form

(11) \/%Mn(‘/'ng - TI—e_xz,'n —> 00,
: T

locally uniform in x, a result established in a much more general frame by Curry-
Schoenberg [6, p. 104] in 1966. Sommerfeld’s major confribution with regard to

splines is that he drew the first four spline curves M (x) forn=1,2, 3, 4, and-

. LN 6 gl ot L ,
compared them with e » BIVINg a geometric interpretation of M (x).

o, 1618 G. Pélya’s merit to have given a complete and precise derivation of the
Sommerfeld representation (11) in a paper from 1913 on the evaluation of definite
integral — a part of his doctorate thesis presented in 1912 in Budapest.

There are a number of mathematicians concerned, at least indirectly, with
B-splines.
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M. Lerch [13] in 1908, using methods related to those of Maurer and defining
the functions

2 | sin ¢
Hn(x>:;jo[ :

showed that this function could be put in the form

(12) H,(x) = ni!/;o(_l)kcf(x + g s k) sign.[x ¥ _;_ - k)

n .
sin 2xt
e
14

and proved the following important formula
H" (x) = 2M,,(x).

H. L. Rietz [21] in 1928 established the same formula, using the deep reasons
of the probabilities tackled by Sommerfeld.

C. Runge [22, pp. 192-196] in 1904 discussed the interpolation of periodic
real functions by periodic spline functions (without calling them splines) with
equidistant knots for the purpose of getting improved values of the Fourier
coefficients of the given function whose values were known only on the knots.

W. A. Quade and L. Collatz [20] in 1938 greatly elaborated Runge’s idea,
for the same reason as Runge. In the process they derived and anticipated many
results concerning spline functions with equidistant knots, including an analysis of
the order of approximation thus obtained.

T. Popoviciu [18, pp. 96-105] in 1941 used spline functions (also without
calling them splines) for the purpose for which, it was much later observed, they
were so eminently suited: the approximation of functions. Popoviciu introduced
spline functions of degree n with arbitrary knots, which he called elementary function
of degree n. In particular, he showed that a continuous nonconcave function of
order n, in 2 finite interval [, b], is the uniform limit of elementary functions of
order n that are also nonconcave of order » in [a, b] [18, Theorem 6, p. 96].

J. E. Fjeldstaad [7] in 1937 gave an explicit representation of the central
B-splines that differed essentially from that of Sommerfeld’s, both with regard to
the proof'and to the form of representation. In fact, Fjeldstaad’s representation for
the B-splines was

n

-1 5
sign| x + — k| .
2

A forther approach to contral B-splines is due to K. Franz [8] in 1940, in a
paper on signal and noise voliage. Disrcgarding the techinological background,
Frinz defined the functions

M,(x) = ( : | Z(ml)k(},'f x g -k

2n—1)| &
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. e
(13) fl’(x) = x_lf;)—l(u)(lu, P = 2,3,
2

fi(x) = 1 for |x| < —;—, Ji(x) = 0 for |x|> % Then he noted that £, is (p—2)-
continuously differentiable and consists of polynomials of degree p — 1 in the

intervals | » —g,r+ 1L ,r=0,1L...,p-1.

On the final investigation, Frinz arrived at the B-splines f ( ) = M (x).
Frinz’s article gave rise not only to further engineering research but also to reséarch
in probabilities and computational topics.

Beginning with the year 1950, D. V. Ionescu ([10-12], [16]) has created a
new general method of constructing the approximation formulas of mathematical
analysis, called by him the method of function ¢. This method is known today in
mathematical literature as the “D. V. Ionescu constructing method of spline
functions”. The starting point of his method is the classical Green’s formula. Similar
approaches were attempted by J. Radon in 1935 and A. Ghizzetti in 1954, but the
D. V. Ionescu method, by its general character, is applicable to all linear
approximating formulas of analysis in one or more variables. D. V. lonescu method
mainly consists in associating to any approximating formula a boundary value
problem on an ordinary or partially differential equation, the boundary conditions
being suitably chosen, according to the formula to be established. The solution of
this boundary problem, usually denoted by ¢, is a spline function and it generates
the coefficients, the knots as well as its remainder R[f], expressed under the form

(14) Rlf) = [ @(x)/"(x)dx, f € C"[a,0].

The representation (14) was also found, but only for particular cases, by
G. Peano (1913), L. Tschakaloff (1936), G. Kowalevski (1932), and R. von Mises
(1936). However, the D. V. Tonescu constructing method of splines differs from
these by its generality and constructiveness, the function ¢ being a solution of the
boundary value problem, which is ingeniously solved.

REFERENCES

1. S. Bochner, Fourier Analysis, Princeton University Lectures, 1936-1937.

2. B. D. Bojanov, H. A. Hakopian and A. A. Sahakian, Spline Functions and Multivariate
Interpolations, Kluwer Acad. Publ., Dordrecht, 1993.

3. C. de Boor, 4 Practical Guide to Splines, Springer, New York, 1978.

4. C. de Boor, Splines and linear combinations of B-splines. A survey, In: Approximation Theory,

I, G. G. Lorenz, C. K. Chui and L. L. Schumaker (Eds), Academic Press, New York, 1976.

5. P. L. Butzer, M. Schmidt and E. L. Stark, Observations on the history of central B-splines,
Archives for History of Exact Sciences 39 (1989), 137-156.

6. H. B. Curry and L. J. Schoenberg, On Pélya distribution Sunctions IV: The fundamental
spline functions and their limits, J. &’ Analyse Math. 17 (1966), 71-107.

7. J. E. Fjeldstaad, Bemerking til Viggo Brun: Gauss fordelingslov, Norsk Matematisk Tidskraft
19 (1937), 69-71.

8. K. Frinz, Beitriige zur Berechnung des Verhdltnisses von Signalspannung zu Rauschspannung
am Ausgang von Empfiingern, Elekt. Nachr.-Tech. 17 (1940), 215-230.

9. T. N. E. Greville, The general theory of osculatory interpolation, Trans. Actuar. Soc. Amer.

. 45 (1944), 202-265.

10. D. V. Ionescu, Cdteva formule de cuadraturd mecanicd, St. Cerc. $t. Acad. RPR, Filiala
Cluyj (1951), 16-37.

11. D. V. Tonescu, Cuadraturi numerice, Ed. Tehnicd, Bucharest, 1957.

12. D. V. Ionescu, Diferenfe divizate, Ed. Academiei, Bucharest, 1978.

13. M. Lerch, Stanoveni jisteho mnohonasdsneho integralu, Casopis pro pestovani matematiky
i fysiky (Prague) 37 (1908), 225-230.

14. L. Maurer, Uber die Mittelwerte der Funktionen einer reellen Variablen, Math. Ann. 47
(1896), 263-280.

15. G. Micula, Funcfii spline i aplicafii, Ed. Tehnicd, Bucharest, 1978.

16. G. Micula, On “D. V. Ionescu method” in numerical analysis as a constructing method of
spline functions, Rev. Roumaine Math. Pures Appl. 26 (1981), 1131-1141.

17. G. Micula and R. Gorenflo, Theory and Applications of Spline Functions, Parts I-11, Preprint
No. A-91-33, Freic Universitat Berlin, Fachbereich Mathematik, Serie A, 1991.

18. T. Popoviciu, Notes sur les fonctions convexes d’ordre supérieur (IX), Bull. Math. Soc. Sci.
Math. Roumanie 43 (1941), 95-141.

19. T. Popoviciu, Sur le reste dans certaines Sformules linéaires d’approximation de l'analyse,
Mathematica (Cluj) 1 (1959), 95-142.

20. W. A. Quade and L. Collatz, Zur Interpolationstheorie der reellen periodischen Funktionen,
S-B Preuss, Akad. Wiss. Phys.-Math., KL 30 (1938), 382-429.

21. H. L. Rietz, On a certain low of probability of Laplace, Proc. Int. Congress, Toronto 2
(1928), 795-799.

22. C. Runge, Theorie und Praxis der Reihen, Sammlung Schubert 31, Leipzig, 1904.

23. 1. J. Schoenberg, Contribution to the problem of approximation of equidistant data by
analytic functions. Part A — On the problem of smoothing of graduation. Part B — On the
second problem of osculatory interpolation. A second class of analytic approximation
formulae, Quart. Appl. Math. 4 (1946), 45-99; 112-141.

24. 1. J. Schoenberg, Cardinal Spline Interpolation, CBMS, 12, SIAM, Philadelphia, 1973.

25. 1. J. Schoenberg, On spline interpolation at all integer points of the real axis, Mathematica
(Cluj) 10 (1968), 151-170.

26. L. L. Schumaker, Spline Functions: Basic Theory, 1. Wiley, New York, 1981

27. A. Sommerfeld, Eine besonders anschauliche Ableitung des Gaussischen Fehlergesetzes,
- Festschrift L. Boltzmann gewidmet zum 60. Geburtstage, 20 Februar 1904, Barth, Leipzig,
1904, pp. 849-859.

28. A. Sommerfeld, Uber die Hauptschnitte eines polydimensionalen Wiirfels, Bull. Calcutta
Math. Soc. 20 (1930), 221-227.

29. J. V. Uspensky, Introduction to Mathematical Probability, McGraw Hill, New York-
London, 1938.

Received January 15, 1997 Faculty of Mathematics
University of Cluj-Napoca
Romania



