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ON THE CONVERGENCE OF A CLASS
OF NUMERICAL DIFFERENTIATION FORMULAS

ALEXANDRU I. MITREA

1. PRELIMINARIES

Given a strictly increasing sequence of natural numbers ( Jn) let us

consider a node matrix

nzl?

{xknz1, 1<k}

with —1 < x,l, < x,f < ...<x)" <1,n 2 1, and a matrix of real coefficients

{akim21, 1sk<,})

Denote by C, the linear space of all functions f: [-1, 1] & R which are
continuous together with their derivative of the first order. For each function f in
C, put

I = 171+ ()}

where || - | means the uniform norm, and remark that the linear space C, endowed
with the norm || . ||1 becomes a Banach space.
Now, define the linear functionals D,:C;, —» R, n > 1, by

j’i
1) D,f = aff(xk), f €Cy.
k=1

Let us prove that D, is a continuous functional, too, for each n > 1. Using the
classical Lagrange mean value theorem, for each node x,’f ,1 < k < j,, there exists
apoint ¢* between 0 and x* so that

S(xk) = 70) + x5 1 (15)
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which implies

(et s o) b=l

Further, using (1), we get
< [ J |1

ID,1] < ZI || r(+%)
which proves the continuity of D,,.
Let us consider the followmg numerical differentiation formulas
) r'(0)=D,f+R,f, feC, n2],

where R, f, n > 1, are the rests of the formulas (2).

Denote usually, by @, the space of all polynomials which have the degree at
most m.

In what follows, we suppose that the numerical differentiation formulas (2)
are of interpolatory type, that is, R, f= 0 for all polynomials f in ®,,m=j, —1.In
this case, putting

o

[y (!

W;.(x) = (x = x,l,)(x = x,{") and l:(x) = ( Wn(x)

by the equalities

D,(I) = (1)(0), n21, 1<k<j,
we obtain

' k
W (0);Cn +Wn(0) Mif xrlf £0

il (x,’,‘) W (xn
3 n
) W, (0) e

2w, (0)° i

2. EVALUATING THE RESTS OF FORMULAS (2)

Since D (P)= P (0) for each polynomial Pin @; ,, we get for all functions
fin C y
1

() - P(xE) 4 (0) - P(0))

D, 1 = 1(0)|=|D,(f = P)+P'(0

therefore
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Given a continuous function g : [-1, 1] —> R and a natural number m > 1,
denote by £, (g) the degree of approximation of g by algebraic polynomials of the
degree at most m, that is,

E,(g)=inf{|g-P|: Pea,}.
Let co( g; ) : [0,2] — R be the modulus of continuity of g, namely,
o(g;h) = max{|g(x+t)—g(x)| x| < Lix+4 <1, HE h}, 0<h<2,

It follows from [3] that, for all g in C|, the inequalities

© Bun(g) = 20 g1 ana
m m
' s
(6) Em(g) <B- m(g m)

hold, where A and B are real constants, which do not depend on 7 and g.
Now, by (4), (5) and (6) we deduce

|D,.f - f1(0) < (21

e e e R G

According to the properties of the modulus of continuity, we obtain

@ |D.f = 1(0) < M(1+Ii S| af }-w(f';i}
In k=1 In

for each n > ng, where M and n, do not depend on n and f.

k
ay

] By () +E; () <

3. THE CONVERGENCE OF NUMERICAL DIFFERENTIATION FORMULAS (2)

€ O(1), then the numerical differentiation

n k=1

formulas (2) are convergent for each [ in C,, i.e., 31_1}1(10 D.f = f(0).
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Proof. The conclusion follows from the boundedness of the sequence

vj’l
[LZ ak ) , using the inequality (7) and the equality lim m( f ,—I—J =0.
In
nx1

H—»00

4. A SPECIAL CASE INVOLVING JACOBI NODES

Let P,,(u), n2>1 o >-1 be Jacobi ultraspheric polynomials and

w,(x) = x(l i xz)Pz(,?_)z(x), J, =2n+ 1. In this case, the nodes of the nth row of
the node matrix are

~l=xy<xi<.<x <2 = 0<a << <x? o1,

We put x, for x!*'*f 0 < k < n, and deduce that x'*1-F = _ "k — _y

n

1<k <n, xy = 0,x, = 1. Similarly, we puta, for a"*1** 0 < k < n; using (3),
we obtainay=0and " = g 1<k <n

By[2]weget
1
P
|ak|~—-i2-(n_k) 2, 1<k<n-}
n Xi n
—a-¥
(8) 4|a,,|~n 2 and
=1
klxI:

where a, ~ b,, b, # 0, means that there exist two real constants o, B which do

n:

not depend onnsothat 0 <a < |a I <P for all n>1.
In what follows M, s > 1, are real numbers which do not depend on n.
So we have
e I L E e
) —>|af S—Zl n: + —2—( ) :
= n k=1 X\ 1
o~— 1
If o > %, it results [" = k] g <1, = and, using (8) and (9), we get
n
1 Ju )
(10) —'Z| a, | =0(1).

Jn k=1
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o 1
-kY) 2 n 570 k
< -, n* <aoand x, ~ = (see

If 1 << l, we have
2 yi n n—~f n

[2], [3]) so that from (9) we get

Al n_ El =k
B

)l fe=

n-1 n-1 1 n;l 1 1
SYSERS W AN

k=1 k=1
pan i = Inn
=M, +=M <M, + M>—<M,
4 . 2;/( 4 6

which leads to relation (10), too.

THEOREM2. If a0 > — i , then the numerical differentiation formulas (2) are
convergent for all f in C,.
Proof. Use Theorem 1 and relation (10).

Remarks. (i) R. A. Lorenz [1] showed, using another proof; that D,/ — 1"(0)
foreach f in C,, if o = %

(ii) Also using other arguments, A. I. Mitrea proved in [2] that D,/ — /*(0)

forall fin C, if o 2 -;—’ and D,/ — '(0) if —% <a< % for each f in C,, whose
derivative /"' satisfies the Dini-Lipschitz condition tl)m(} o(f";8)-Ind =0.
—
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