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THE ACCELERATION OF THE CONVERGENCE OF CERTAIN
APPROXIMANT SEQUENCES OF THE SOLUTIONS OF CERTAIN
EQUATIONS IN NORMED LINEAR SPACES

ADRIAN DIACONU

Abstract. We develop some ideas from [2] and [3): given a mapping between two linear
Spaces, a corresponding equation and an iterative process for approximating a solution of this
equation, we study some techniques of improving the convergence of the iterative process.
This will be accomplished by considering another sequence, depending on the first one, but
which does not require additional essential operations. The Importance of our results is
llustrated by a particular case.

In this paper we will develop the ideas presented in the papers [1], [2], [3].
As in the aforementioned papers, let us consider the linear normed spaces X
and Y, let us note their norms with -l x and ||.||; respectively, while Oyis the
null element of the space . Then, the set D C X and the function fiDaY
being given, the request is to determine an element z* € D which will be the
solution of the equation:

(1) f(z) = 0Oy.

In order to determine this element we will use (Zn)neny € D approximant
sequences. As the n rank term of this sequence is x,,, the error with which this
term approximates the solution z* of the equation (1) being ||z* — Z|% 5y we
wish to make this error decrease as n increases, and, especially, being given a
number € > 0 which we call the maximum admissible error, to determine that
rank n starting from which the inequality:

(2) lz* —zallx < e

1s verified.
Then we want the inequality (2) to be valid for values of the number
n € N that are as small as possible. Nothing that the determination of a new

—
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approximation %, ) is based on a recurrence relation according to the known
anterior approximations, such a determination will be called iteration step.
Thus, the accomplishing of the above mentioned desideratum means to reach
the maximum admissible error after as few iteration steps as possible, that
1s to achieve a good convergence speed, a speed given by the notion of order
of an approximant sequence, this notion being introduced in [2], through the
following definition.

DEFINITION 1. Let us consider the above elements, the number p € N
not null and (z,),,cy € D, an approzimant sequence of a solution of the
equation (1).

We say that the approzimant sequence (), cy s of the orderp if o, 8 > 0
exist so that for any n € N we have:

(3) { 1f (@nt)lly < ellf(za)lly 5
|z* — Tllx < B f(zn)lly -

In paper [2] we have studied the implications of the quality of it being
an approximant sequence of the order p upon the existence of a solution z* of
the equation (1), upon establishing a convenient convergence speed towards
this solution z* of the equation (1).

In paper [3] we have linked the above issue to obtaining results that are
similar to Kantorovich’s theorem on Newton’s method [4], [5] in which most
conditions are imposed upon the initial point zg, thus avoiding global condi-
tions which are hard to verify. We have also taken into account I. Paviloiu’s
results [6], [7], where the concept of high convergency order is introdu§ed
and we have completed them with the proof of the existence of the mapping
[f' (zn)]"" for any n € N. :

We mention that by (X,Y)* we note the set of linear continuous mappmgf
defined on X, with values in Y, and for a number n € N, we note with (X",Y)
the set of n-linear and continuous mappings defined on X", with values in Y.
We have the following:

THEOREM 2. Let us consider, besides the above elements, a natural num-
ber p, and 6 > 0; (z,),cy C D.

If:

i{X s a Banach space and S (zg,d8) C D, S(zo,0) representing the ball
with the centre zo and radius §;

ii) the function f : D — Y admits Fréchet derivatives up to the p order,
p included, and for f® . D — (XP,Y)*, L > 0 exists, so that the following
inequality is verified for any z,y € D:

|72 @ - 19 @)|| < Lo = yllxs
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iii) a,b > 0 ezist, so that for any n € N we have:
Pily= | _ )
“f ( + 30269 @) (g - a:nr) <allf (@)l

i=1 Y

and
[ (@n) (@41 — 0)|| S BIS (@a)lly ;

iv) the mapping f' (zo) € (X,Y)* is invertible;
v) if we note:

o=l = [0 =5, 30 = et

p+1
a=a+ L (pM)
(p+1)!
the following inequalities are verified:
1 1 1 bMpg
£ = - >
h0\2) app0<47 5/_1‘—0.’[)8

then:

i) #n € 8(z0,6), [f (zn)]" ' ezists and ”[f’ (xn)_l] “ < M for any

n € N;
ji) the equation (1) admits a solution z* ¢ § (20,9);

iij) the sequence (Tn)pen @S an approzimant sequence of the p+ 1 order
of this solution of the equation (1);

jv) the following evaluations take place:

(+1)" n
a7 | ()| &Y

)

suax (1 (o)l , ap Nonss = ol ) <

jE-i-l)n’—I (p+1)n
”.’L‘* - mn”X < Mba F ”f (w{))”Y

1— (a|lf (o)]2) "

For the proof, see [3].

The result above is applied in particular approximation proceedings. By
taking p = 1 we will obtain:

COROLLARY 3. Taking into account the data giwen in Theorem 1,

i) X 4s a Banach space and S(z,6) C D,

ii) the function f : D — Y admits a Fréchet derivative of the first order,
and the function f': D — (X,Y)* verifies Lipschitz’s condition, meaning that
L > 0 exists so that for any z,y € D we have:

|f' @)~ f W) < Liz-ylz
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iii) the sequence (Zn)nen verifies the equality:

f (zn) (Zny1 — Tn) + f (0) = Oy
for any n € N;
iv) the mapping f' (zp) € (X,Y)* is invertible;
v) the initial point zq € D verifies the inequalities:

|0 o) s oy < o

52 2 ol 1 oy
) ew e S0t
I

and:
Intl = Ty — [fl (wn)]_l f (wn)
for any n € N;
Ji) the equation (1) admits a solution z* € S (z9,0) ;
iii) the sequence (Zn)nen 15 an aprozimant sequence of the second order
of the solution z* of this equation;
jv) the following evaluations take place:

<) < (25 hs i

1
mx (11 @)l o Insn —

2774
M pqg (Lgﬂpo

”iC* _‘THIIX S s 2% )
1_( 2P0

where M =

" (@o)) || and po = I (x0)lly

This corollary shows through the conclusion j) that in this case the result
1efers to the method of Newton-Kantorovich, the recurrence formula of which
appears in this conclusion. Taking p = 2 we can obtain the following result
on Cebishev’s method. We have:

COROLLARY 4. Using the data gwen in the previous assertions, if-

i) X is a Banach space and S(zg,6) C D;

ii) the function f: D — Y admits Fréchet derivatives up to the order 2
included, and for f" : D — (XZ,Y)*, L > 0 exists so that for any z,y € D
the following inequality is verified:

17" (@) = F"W)|| < Lllz — ylly;
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iii) the sequence (z,),cy, together with an auziliary sequence (y,)
verifies the relations:

neN’

f! (zn) (Zpg1 — zn) + f (zn) + %f” (zn) yy% = Oy,

fl (mn) Yn + f (xn) = Oy,
for any n € N,
iv) the mapping f' (z0) € (X,Y)* is invertible;
v) if we note:

po =17 @ollly» Bo = [ (@o)] [, 2o = || (w0)]| + L,

1 1 bM)°
M = Bpeye, b= §L2M2p0, a= §L%M4 (b+1), a:a+L(—6)—;

the following inequalities are verified:

1 bM g {17 )
- PR (— ;
Vapy < 4 TN T <2ngp0 1" (o)

then:
J) #n € 8 (20,6), [f' (zn)] ™" € (X,Y)* enists,

[f (xn)rlll < M and

2
onst = n = [ (@] " £ (o) = 3 17 o)) ™ 7" o) {7 (0] £ (o)}
for any n e N;
jj) the equation (1) admits a solution z* € S (z0,0);
jij) the sequence (Zn)pen s an approzimant sequence of the third order
of this solution;
jv) the following evaluations take place:

1 3" ~1 n
mas (I (el 377 ontn gl ) < o3 1 )l

3”1 3n
* o 2 T
2% ~ znll x < Mb 1/ € o)gy%
1= (allf GOl
for any n € N.

The main problem we are raising and for which we are looking for a
solution in the present paper is the following: How can we influence the con-
struction of a sequence (Zn) ey Using an additional sequence (Yn) pens SO that
the order of the approximant sequence (Yn)nen Will grow substantially, and
we will need far fewer operations in order to obtain Yn from z, than to obtain

Tp+1-
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So, taking the data from the beginning of this paper together with the
natural number p, we will consider the sequences (2 ),y a0d (Yn),en, SO that
the following relations will be verified for any n € N:

F (@n) (@nt1 —yn) + f (yn) = Oy
() [+ £ 350 o) =] <ot el
" (@) (Znt1 = )| S OILf (@n)lly -
If, for any n € N, [f’ (z,)]"! exists, we can obtain from the first relation
from (4):
(5) Tns1 = Yo — [ (@a)] 7 £ (),

and we observe that if for any n € N we choose y, = z,, We re-encounter

Newton-Kantorovich’s method.
It is possible for an operator @ : X — X to exist so that, for any n € N,
yn = @ (z,), in which case the relation (5) becomes:

(6) Tl = Q(Tn) — [fl (wn)] F(Q(zn))

If Q = Ix, the identical operator of the space X, we re-encounter Newton-
Kantorovich’s method, and if for z € D we have:

Q) =z~ [f' ()] f(a),

operator that we will call the operator attached to the function f, we obtain
the method:

-1

-1

Tny1 = zn — [f' (xn)]_l f(zn) —

™) 1 @) £ (n = 1 )] f ()

method studied by J. F. Traub [7], and which will consequently bear this

name.
It is clear that, if the Fréchet derivative of the second order of the mapping

f for any = € D exists, we can consider:

-1 1

Q@ =o- [ @ 1@ -2 P @ @ {7 @ @)

obtaining the method:

Lp4+l = Tpn — [f, (mn)]_l f (:Zmn) -
O @™ £ o) {7 @ f (@)} =1 ] (),
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Zn = Tp — [fl (mn)]—l f(zn) —
L =1 on ' -1 g
=517 @™ £ @) { [ @)l S (2n)}
which we call the Traub-Cebishev method.
In what the convergence of the sequences (n),cy and (yn),ecn, Which
verify the relations (4), is concerned, we have the following:

THEOREM 5. Let (X, ||-||x), (Y ||-|ly) be two normed linear spaces, D C X,
f:D =Y, (Tn)pens Wn)nen, verifying the relations (4), p € N, not null,
d >0, M > 0. If the following conditions are fulfilled:

i) (X, |.llx) s e Banach space;

ii) for any z € D, f®)(z) € (XP,Y)* exists and represents the Fréchet
derivative of the order p, and f® : D — (XP,Y)* verifies Lipschitz’s condi-
tion, meaning L > 0 exists so that for any z,y € D we will have:

19 () - £O @)|| < Ll - yllx

iti) a,b > 0 exist so that for any n € N the relations (4) are verified;
iv) the mapping f' (zo) € (X,Y)* is invertible;
v) the inclusion S (zg,d) C D takes place;

vi} considering Lyy1 = L, we introduce the sequence of constants
Lo, L1, ... Ly, Lpy1, so that for any i € {0, 1, ..., p} we will have:
(10) f Hf(i) (xo)Hy+Li+16;

vii) if we note:
po = IIf (o)lly+ 80 = IIf lly » Bo = [ (o)l |,
(11) aza,—l—L%, A = alyM? <b+a7pg),
K =1y (IJ+ aA_ii_IS , hi = KB?p; where i € {1,2};

the following inequalities are verified:

1 e 2Mb
4Apg+1<17 h0<§7 62 Mapg 1 +1 Ap(il—l’
+1 i
1- (45" P
(12) - (ﬁ;)”“ o
Byexp ho ho < M;

then:
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i) for any n €N, x, € S (20,4), [f' (20)] 7" exists and:

-1
LTn+1 = Yn — [fl (xn)] f(yn)
ii) the sequences (zy,),, eN and (Yn),cn are convergent and have the same
lzmlt

.].].]) fo 5 hrnn—)oo Tp = hmn—)oo Yn, then f( ) = 9Y;
jv) for any n € N, the following inequalities take place:

|Zn41 — @nll5x < [ ( pp+1)(p+2)

+2
+ bA pHI (Ap+1p0>(p ot J;
+2)"
lon —ynllxc < bMA™FT (awinpy) ",
(P+2)“ )

£ (@n)lly < A75T (A7) "

o« (p+2)"
<tz p+1 :
“f(yn)“Y S ( o ) 3

+2
lo* — oally < M |2 (as57) "™
T —Injly & Vi &
(13) A Tt (Apg+1) (P+1)(p—f—2J
2\ (+2)
()
e S @+2)” |
ApT g (App+1) P
+2)"
” l o (App-i-l) (p
w—yan<M Al == +2n+
A (i (A,ogﬂ)(p )(p+2)
1 {(p+2)"
Avtt
2b Po
N Cadll)

A+t ' B Apg+1> (p+2)"

Proof. Let be the sequences: (pn)neN’ (Jn)neN, (Bn)neNa (h")neN, S0
that:

po = I (o)l b = 1f ol , Bo = ][ (z0)] Y]
and for any n € N:
hn = KB2p,
0y = apfl_’—l
(14) Pn+1 = Ap£+2
By,

n+1:1_hn
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We will show that for any n € NU {0}, the following are true:
i) zn € S (zg,d);
i) (" (2)) ™" € (X, ¥)" exists, and |[f" (z)] '] < B

11 N (pH2)"
i) I/ (2n)lly < pn = A7 (45F1p0) "
1 h (p+2)"
iv) hpt1 < min{ , hg < 1) .
h()
V) By < B, < M;
Vi) yn € S (20,9) ;

)m
viD) 15 )l < 6 = & (ag™) "

We will use the method of mathematical induction.

From the hypotheses of the theorem, with the notations we have intro-
duced, we deduce that i), ii), iii), v) are evidently true for n = 0.

In what iv) is concerned, we notice that:

ho +1
hi=KBipy = K—0 _Appt2 = 410 _ pt1
' (1 *ho ( — ho)®"°

1 ho

From hy < = we deduce that 5 < 2, 80 by < 2Apg+1. As

(1- h(:i)
0o < (44)” e we deduce that App il < 1 and thus A1 <
h A (p+2)°
h1 = hg <h1>=h (h1> , 80 iv) is true for n = 0.
0 0

For vi), taking into account the existence of the mapping [f' (z0)]”}, we
have

)

Evidently

N —

o = zollc = || (" z0)] ™ " (w0) (o — 20| < g
< [ @l 7 17 @) (w0 — 20, < Bobllf ()l = Bobpo <

Mpr Mprp-I—l <(57

so yo € S (z9, ).
Finally, for vii) we will have:

(
I @olly =40 = agf*t = & (agp)**

So i)-vii) are all true for n = 0.
Let us now suppose that they are true for any n < k, aiming to demon-
strate them for n = k 4 1. So:
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i) for any n < k we have:

and " /
Jensr — wallx < [[[F @) 7| 1F (@n) s =gy <

( pp+1) (p+2)"

1717 @) (g = 2y <

< Balf @a)lly < Ban <
but /
lvn = znllx < || [ (@

o ke iy (ph2)"
< bBapy < BMATFT (A7 py)

So: o . f (p+2)"
M [% (A,oﬁ“) P AT (Ampo) ] :

(15)  lznt1 — Zallx <

From here:
k41 — zollx < Y, @nt1 = allx <
k .
L I 1 (p+2)
(p+2) __in 1
MEY " (Af™)T + MpATR Z (A7)
n=0 n=

As A/og+1 < 1 and so A#po < 1 we will have:
=1

) (App“)w — At 3 (a) T <

At
<Ap”+1 o[( ppH) ] ﬁ(ApPOH)P"'l

and likewise;

1
k ) (r+2)" AmpﬁJ’l
i L SIAPPg H
ZO (Ap+1 po) 1= ApeH
n=
So: )
e < M a ph M b po :
T —Z0 +1 b SETTAR §
(L2288 % <Apﬁ+1>p 1—Apg

s0 Txy1 €S (20,9) -
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ii) Let Hy = [f'(2)] 7" (f' (w4) — f (zp41)) = Ix — [’ (@e)] ™" f! (zh4)

SO
f'(@e41) = f' (zx) (Ix — Hy)
and thus:
ekl < [Jif @ |- 18 ) — £ (i) <
S BiLz llwkva — el x < BiLa lloers — villx + Il — 24l <
S BiLa (b 1 F (widlly + Brb || f (26)lly) = L2 (b6 + ady) B2 =
= Ly (b+ ad}) Bipy.

+2)F
As pp = AT (A#po)(p )

P
Pl < ATPH | s0:

1
and Ar+py <1 we deduce that

| Ekl) < Lo (b+ ad™ 71) Bl = KB}y = hy <

l\DIr—A

from where we deduce that (Ix — Hj,)

e~

€ (X, X)" exists and:
1 1
T—TH ~T=hy
From the existence of the mapping [f’ (zx)] " we deduce the existence of
the mapping [f (z541)]"* and:

[ @re)] ™ = (Ix — H) 7 [ ()]

T

So ii) is true.
iii) We have:

If (@erD)lly = ||f (@rr1) = £ (i) — £ (31) (zps1 — i) |ly <
< |f @rr1) = £ (we) ~ £ (i) (g1 — )|y +

By,
= Bg.1.

(" (r) = £ (2h)) (@re1 — vy <

Ly
S5 ks — vells + Lo llue — el - llzpsr — Yrllx <

1
< Ly <§B,§5,§ + bB,fpkék> < aly (%pz + b) BZpbt?,
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) {(p+2)"

FL (Bl
As A'pﬁpo < 1, we deduce that <AP+1po < Artipy, and as

B, < M we deduce that:

14
Py 2 p+2 _ _
I1f (es)llly <oz (b + 20 ) M2 — ey

From here: ) T
Artlpgyy = (A"“Pk)
and from the hypothesis of the induction we deduce that:

1y e
| f ($k+1)||y <pppr <A P8 (Ap+1p0) ]

iv) We have:
B? 9
2 u k +2 _
hiy1 = KBippipe = K(l - hk)Ap%
(p+2)*
- Ai)gpﬁﬂ < 2Apz+1 < 2<Apg+1)
(1 —hy
(p+2)*
~5T A,op+1<-1—80hk1<21 , SO
and as pp < (44) »+1 we have Ap," < 7 s 7
1
hry1 < 5
Also:
hp-i-l
by +1_ g e k ’
hk-l—l = A(]_ i hk)sz — (1 . hk)2 Kp_|_]_Bg(p+1)
and, as By > By, we deduce that:
A 1 P42 4A 2
< ) he™™ S e P
1 L +2
From the hypotheses we have 44 < ——, 50 hg41 < L RETE,
o (KBOPO)

+2 -« .

50 Pt < (%)p and from the hypothesis of the induction we have:
ho 0
hy (p+2)*
het1 < ho (7;0-)

$0:

1 hy (p+2)*
hry1 < min {§’h° (h_0> :
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Bk .B;c 1 1
v) From By, = = hy we deduce B: e iy
1 1 B
As O < by < 5» we have the fact that 1 7o > 1, g,“ = 1 and taking
— Ny k
into account the hypothesis of the induction By, > By, we have Byy1 2 By.
Evidently:
By
B B
T Ao h) AR (1= b
and
] ! k ; k+1
»
<1+ — — .
(1 =ho) (1 —h1) .. (1—hy) [ k+1;1—m]
hit1 b\ P12 |
As we have seen, = = < 7 for any ¢ < k. From here we de-
0 0

duce that for n = 0, h1 < hp. From the same relation, for ¢ = 1 we have:

h‘ h. p+2
.-’_2- £ (}_al) < 1 and hy < hy. Through the induction we will thus deduce
b0 0

1 1
that h; < hg for any ¢+ < k+1, so < , SO:
1—-h; " 1—hy

] . k k+1
<11+ h; :
(1 — ho) (l—hl)...(l—hk) [ (k+1) (1 — ho) ; IJ
Also:
k k k hy (p+2)i—1 _
Zhi = ho+zhi<ho+hoz<h—o) <
1=0 1=0 =1
d i\ Pt i fﬁl—
X1 i)
< h0+h0§[(ho) J <h0 1+_—(h—l'jﬂ—l ,
1= 1 = 2
hn
and so:
) il_l_ . (ﬁ)zﬁ'l il h
<
e D> ohi< 1+
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h . .
That condition ﬁl < 1 that rises gives:
0

2
2
b KBi; <—1_> AP < 448 < 1.
h(] KB(%PO 1- ho

1— E + e
1 ho ho

Bry1 < By 1+k+1 1 (h)p-l—]

So we have:
p+1

So we have: By < Bgy1 < M.
vi) Just like for n = k we have:

(p+2)* Tt
) <

i U T
lvk+1 — Zht1ll x < Brg1bppsr < OMA™ #H <AP+1po

1 \(+2) bM pg
<contas ()" <ot <

S0:

Mapg+1
1— (Apg+1)

lyk+1 — zoll x < llyrrt — Zot1llx + |Be41 — zollx < P71

2M bp()

—— =3
1— Apptt

thus: yg4+1 € S (2o, 9).

vii) As we know that Zg+1, yk+1 € S (20, d) we can deduce the inequality:

P 1 . |
Hf (Yht1) — f (Tpy1) — ; ﬂf(z) (Te41) (Yr41 — Thy1) r <
(ka+1)p+1 p+1
< (—f—l)l lykgr — o |5 < LTH_ ] If (el <
P !

bM p+1
<L( )

< Le=yr I e 157
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SO
If (ves1)lly < ”f (Ye+1) = f (Tpg1) — EI il,fm (@kt1) Wha1 — zr)*|| +
=] & Y
+ ' I (®r1) + _pl z-—l,f(i) (Zk41) (Wpa1 — ‘Tk+1)i <
=] v
<o+ LEM o lH < 2t
= (p+ 1)[ Yh+1/y —= Fh41

and 5o ||f (yet1)lly < g1

From the previous relations, using the principle of mathematical induc-
tion i)-vii) proved to be true for any n € N.

From here we will show that (Zn)pey is fundamental. Tndeed:

n+m—1
[Zntm = 2nllx < 30 lmigs —ally <
=n

2l [2 n+§—1 (Ang) (p+2)" N b1 n+§—1 (A_p%p())(pﬁ—Q)iJ .

I A i=n Ar+1 i=n
Evidently:
nfin:_l (Apg+1)(p+2)i _ <Apg+1)(p+2)” 721 (Apg+1>(p+2)"+j—(p+2)" o
N i Ly "
+1\ @P+2)" msl [ 11 (p+1)(p+2)"J7 (Aﬂg )
N (Apg ) ig (Apg ) < 1 <Apg+1)(p+1}(p+2)”
and likewise;
1 (p+2)"
n+m~—1 a (p+2) AI’_‘H'IOO
Z (Apilpo) i > ( ;) =) -
2 1- (Ap+1 po)
So:
(p+2)™
o _(44")
| —— 3771”}{ <M 1 (Apg+1) TR +
(16)

b (Apg—"l)%ll—
AR ' (Apg+1)(p+2)“

As ApE™ < 1, we deduce that the limit of the right side of the previ-
ous inequality in 0, showing the fact that the sequence (xn)neN is a Cauchy

+
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sequence in the Banach space X, so this sequence is convergent and z* € X

exists so that z* = lim, o0 - .
If in the relation (16) we now make m — oo and then we consider the

(2" (p+2)n—1
fact that (A,oﬁ“) e (Apg+ 1)
relations (13) of the conclusion.
Now we put n = 0 into this inequality, thus obtaining:

, we will obtain the fifth of the

Mapf)H'1 Mbpg

(agt)"™ AT <

ll&" — =zl x <

and so z* € S (z0,0) .
As

1/, 1 \e+"
0 < Hf (mn)ny < Pn = A el (Ap+1 PO) :
and the limit of the expression on the right is 0, s0 limp e ||f (zn)lly = 0,
from where f (z*) = 0y.
From:

_hv e o N (pH2)
“yn‘anX S bMA p+1 (Ap+1p0)

we evidently deduce that lim, e (Y — Zn) = Ox, 50 limp 00 Yn = liMy 300 Tp =
= z*.

If we take:

||z = yn“X < Zngm — -’L'n”X +||zn — '!/n”x < ||Zn4m — -’En“X <

(p+2)™

(Apg-l—l)(ll‘l'?)" o (Angrl) PEE]

< M n
+1)(p+2)" . (»+2)
AﬂgH)(p i i ( 1pg+l)

a
A ( ’
we now make m — oo here, and we will obtain the last of the inequalities (13)
of the conclusion.

So the theorem has been proven.

We will illustrate the importance of the previous theorem through appli-
cations for the case of particular iterative proceedings.

Let us consider the pair of sequences (%n),cy » (Yn)peny © X that verify
the relations:

F'(@0) (Yn — @n) + f (z0) = Oy,
(a7 { ' (@n) (Bny1 —yn) + f (Yn) = Oy.
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Clearly, if [f' (acn)]_1 exists for any n € N, this condition being fulfilled if
the conditions of the theorem 5 are verified, then the relations (17) will give:

Un = Tpn — [f’ (xn)] if (xn) )
(18) Tntl = Tpn : [f’ (xn)] I ('Tn) = '
= @)l f (20 = [ (z0)] f (zn)),

so in this case the iterative method (17) is reduced to the iterative method

(7).

For the method generated by the relations (17) we will show that the
hypotheses of the theorem 5 are verified for p = 1. So, if we suppose that the
Fréchet derivative of the first order exists in any point of the set D that the
constant L > 0 exists and has the property that for any z,y € D we have:

[ (@) = f )| < Lllz -yl
and that the mapping [f (zo)]”" is invertible, we notice that the relations (4)
are verified for a = 0 and b= 1.
If we calculate the constants for this particular case we will have:

(vAp)"
(19) Ilf (-’En)“Y < g

a1 = zall o < M [S (408)" + 5472 (4p0)""]

relations which show that the order of convergence of this method is 3, the
same as the one of the method the convergence of which is given by Corollary
4, but presenting the advantage that in this case the calculations are much
simpler.

We can still improve the convergence speed through the method by which
the trio of sequences (zn),cn » (Un)pen» (2n)peny © X verifies the relations:

f,(a;n)zn+f(xn):9Y7 "
(20) ' (@n) (Yn — zn) + f (zn) + %f” (z:) 3721, = by,
fA(@a) (a1 = yh) +f (yh) = by.

If the hypotheses of the theorem 5 are fulfilled [f’ (mn)]—1 exists for any
n € N and thus the recurrence relations from (20) become:

zm=—[f (xn)]_l f(zn)
e L == U @S (o) = B ) ) 2
Tnt1 = Tn — [[' (z0)] 7 [ (20) — % [ ()] " (@n) 25—
5 [ (xn)]_l f (yn)
So we are facing the case of the method (8).

We will show that p = 2 is the number for which the hypotheses of the
theorem 5 are verified in the case of the method (21).
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We suppose that the Fréchet derivative up to the second order, including
it, exists on any point z € D and that the constant L > 0 for which:

177 (@) = 1" )| < Lllz -yl
is valid for any z,y € D also exists.

We keep in mind the fact that, unlike the method in Corollary 4, in the
method (21) the role of y, is taken by zy; so, for a given x,,, the role of ThLl
is taken by y,. According to the results from the proof of the theorem 4 in
paper [3], we conclude that the following are true for any n € N.

a) y € S (9, d)
b) [f' (zn)] ! € (Y, X)* exists and

1 1 4"
) IF @n)lly < o < — (A3m0) " 5

3

[ (@) | < B

1

. Juli,1 ? : —
d) h, < min {5, — (Bho)* } ) Where § = 16h2

B3
e) By < B, < M;
)N (@) (o~ za)lly <BIIS (2a)lly;

9) |7 (@) + £ (50) (o = 20) + 2" (32) (4o  50)?

< allf (za)lly -
Y

Here the sequences (Pr)nens> (Ba)nen s (Pn)nen have the significations
from the theorem 5 with p = 3, so if we consider M, = [f! (mn)]—lH e/e and

we proceed just as in the demonstration of the theorem 4, from (3) we will
deduce:

1 1
b=1+ iLgMng, a= §L§M51 (b+1).

¥

: . (bM)? opj
The relations a)—g) are true if for @ = a+1 5 yA=aloM? b+ —29

@

K =1L, (b + E) and h; = KBizpi with ¢ € {1,2} the following inequalities
3

are verified:

M a p} 2 M b pg
1-(408)°  1-4p3"
- (1)

» " < um.

- (R

So we notice that the hypotheses of the theorem 5 are verified for p = 2
and thus,l according to the same theorem, it results that, for any n € N,
[f'(z)]”" exists and thus the sequences (Zn)nen and (Yn),cn which verify

4Ap3 <1, h<=, 6>

B =

By exp
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the relations (20) are given by the recurrence relations (21), they converge
towards a solution z* of the equation (1) and for any n € N the following

inequalities are verified:
'8

M Oz-l-bA% 4n
|Zn+1 _wnHX = ( A ) POA%> )
b 1\ 4"

”-’En —‘yn”X < A% ([’40:43) ,
1
(POAE)
”f (zn)”Y < T’
(22) < ! (poA%)M
M (a+bA%) (pOA%)4"
”.’E* —xn”X < A 1 3747
1 (Apogn
s(oroat) (o)

These relations show that the order of the method we have studied is 4,
so we have obtained an acceleration of the convergency speed.
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