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#### Abstract

As pointed out recently by Strichartz [5], the arclength of the graph $\Gamma\left(S_{N}(f)\right)$ of the partial sums $S_{N}(f)$ of the Fourier series of a jump function $f$ grows with the order of $\log N$. In this paper we discuss the behaviour of the arclengths of the graphs of trigonometric interpolants to a jump function. Here the boundedness of the arclengths depends essentially on the fact whether the jump discontinuity is at an interpolation point or not. In addition convergence results for the arclengths of interpolants to smoother functions are presented.


MSC 2000. 41A15.

## 1. INTRODUCTION

The famous Gibbs phenomenon of overshooting is one of the well-known disadvantages of the Fourier series approach. It is closely related to the logarithmic growth of the $L_{2 \pi}^{1}$-norm of the Dirichlet kernel, i.e. the Lebesgue constant for the Fourier partial sum operator. It can also be seen as one of the motivations for introducing different means of Fourier sums.

In the very recent paper [5], Strichartz investigated the behaviour of the arclengths of the graphs $\Gamma\left(S_{N}(f)\right)$ of the partial sums $S_{N}(f)$ of the Fourier series of a piecewise smooth function $f$. It turns out that in the case of jump discontinuities, the arclengths of the graphs $\Gamma\left(S_{N}(f)\right)$ tend to infinity with logarithmic order, while for continuous piecewise $C^{1}$ functions the arclength of $\Gamma\left(S_{N}(f)\right)$ converges to the arclength of $\Gamma(f)$.

[^0]It is the aim of this paper to investigate analogous questions for trigonometric Lagrange interpolation.

Therefore we define for each positive integer $N$ the trigonometric interpolant $L_{N} f$ to a given $2 \pi$-periodic function $f$ by

$$
L_{N} f(t)=\sum_{s=0}^{2 N-1} f\left(\frac{s \pi}{N}\right) \varphi_{N}\left(t-\frac{s \pi}{N}\right)
$$

where

$$
\varphi_{N}(t)=\frac{1}{2 N}\left(1+2 \sum_{k=1}^{N-1} \cos k t+\cos N t\right)
$$

is a modified Dirichlet kernel.
Then $L_{N} f\left(\frac{k \pi}{N}\right)=f\left(\frac{k \pi}{N}\right)$ holds for all integer $k$. As in the case of the Fourier sum we can restrict our attention to the $2 \pi$-periodic jump function

$$
f_{0}(t)=\left\{\begin{array}{llc}
(\pi-t) / 2, & \text { if } & 0<t \leq \pi \\
0, & \text { if } & t=0 \\
(-\pi-t) / 2, & \text { if } & -\pi \leq t<0
\end{array}\right.
$$

With its Fourier expansion given as

$$
f_{0}(t)=\sum_{\ell=1}^{\infty} \frac{\sin \ell t}{\ell}
$$

this piecewise linear function is a standard example for the Gibbs phenomenon. The underlying idea is then to consider functions with finitely many jumps in the period interval as the sum of translates of $f_{0}$ and a smooth function.

Different from the case of Fourier sums, for the interpolation process it is important, however, to know whether the jump discontinuity is at an interpolation point or not. Therefore we distinguish between our jump test function $f_{0}$ and and its translates $f_{\varepsilon}(t)=f_{0}(t-\varepsilon)$, where $0<\varepsilon<\frac{\pi}{N}$.

It turns out that the behaviour of the arclengths of the graphs $\Gamma\left(L_{N}\left(f_{\varepsilon}\right)\right)$ depends essentially on the choice of $\varepsilon$. Namely, for $\varepsilon=0$ we have bounded arclength and for $0<\varepsilon<\frac{\pi}{N}$ the arclength behaves like $\log N$. Some overshoot, however, is always present also in the case of bounded arclengths, see Figures 1 and 2 . Notice that the nice behaviour of the interpolant of $f_{0}$ not only stems from the fact that the jump discontinuity is at an interpolation point, but also from

$$
\begin{equation*}
f_{0}(0)=\frac{f_{0}(0-)+f_{0}(0+)}{2} \tag{1}
\end{equation*}
$$

If an arbitrary jump function does not satisfy (1), we have to add to the interpolation polynomial a multiple of $\varphi_{N}$, which results also in an unbounded arclength (cf. the proof of Theorem 3.1).

Finally we mention that the use of modified interpolation processes can improve the behaviour of the graphs of the interpolants essentially. In this note we restrict ourselves to certain de la Vallée Poussin kernels, which possess interesting features for generating corresponding wavelets (cf. [2, 3]).

## 2. THE INTERPOLANT OF THE JUMP FUNCTION $f_{\varepsilon}$

We start by stating some basic identities for discrete inner products of trigonometric functions.

Lemma 2.1. The following discrete orthogonality relations hold for all integers $k, \ell$

$$
\begin{aligned}
& \sum_{s=0}^{2 N-1} \sin \frac{\ell s \pi}{N} \cos \frac{k s \pi}{N}=0, \\
& \sum_{s=0}^{2 N-1} \cos \frac{\ell s \pi}{N} \cos \frac{k s \pi}{N}=N \cdot\left(\tilde{\delta}_{\ell, k}+\tilde{\delta}_{\ell,-k}\right)
\end{aligned}
$$

and

$$
\sum_{s=0}^{2 N-1} \sin \frac{\ell s \pi}{N} \sin \frac{k s \pi}{N}=N \cdot\left(\tilde{\delta}_{\ell, k}-\tilde{\delta}_{\ell,-k}\right)
$$

where

$$
\tilde{\delta}_{\ell, k}= \begin{cases}1, & \ell \equiv k \bmod 2 N, \\ 0, & \text { otherwise } .\end{cases}
$$

Proof. These identities follow directly from the identities for integer $r$

$$
\sum_{s=0}^{2 N-1} \cos \frac{r s \pi}{N}=\tilde{\delta}_{r, 0} \cdot 2 N \quad \text { and } \quad \sum_{s=0}^{2 N-1} \sin \frac{r s \pi}{N}=0
$$

Next, we compute explicitly the interpolants for the jump functions $f_{\varepsilon}$. It turns out that the interpolant to $f_{\varepsilon}$ is equal to the interpolant to $f_{0}$, shifted vertically by $\varepsilon / 2$, plus a perturbation term that is completely independent of $\varepsilon \neq 0$.

Lemma 2.2. The trigonometric interpolants $L_{N} f_{\varepsilon}$ possess the following representations

$$
L_{N} f_{0}(t)=\frac{\pi}{2 N} \sum_{k=1}^{N-1} \cot \frac{k \pi}{2 N} \sin k t,
$$

and for $0<\varepsilon<\frac{\pi}{N}$

$$
\begin{aligned}
L_{N} f_{\varepsilon}(t) & =L_{N} f_{0}(t)-\frac{\pi}{2} \varphi_{N}(t)+\frac{\varepsilon}{2} \\
& =\frac{\varepsilon}{2}-\frac{\pi}{4 N}\left(1+\sum_{|k|=1}^{N}{ }^{\prime}\left(1+i \cot \frac{k \pi}{2 N}\right) e^{i k t}\right) .
\end{aligned}
$$

Here $\sum^{\prime}$ means that the terms for $|k|=N$ have to be multiplied by $1 / 2$.
Proof. For arbitrary $0 \leq \varepsilon<\frac{\pi}{N}$ we obtain

$$
L_{N} f_{\varepsilon}(t)=\frac{1}{2 N} \sum_{s=0}^{2 N-1} \sum_{\ell=1}^{\infty} \frac{\sin \ell\left(\frac{s \pi}{N}-\varepsilon\right)}{\ell}\left(1+2 \sum_{k=1}^{N}{ }^{\prime} \cos k\left(t-\frac{s \pi}{N}\right)\right) .
$$

Now we simplify for $0<k \leq N$ using Lemma 2.1

$$
\begin{aligned}
& \sum_{s=0}^{2 N-1} \sum_{\ell=1}^{\infty} \frac{\sin \ell\left(\frac{s \pi}{N}-\varepsilon\right)}{\ell} \cos k\left(t-\frac{s \pi}{N}\right)= \\
& =\sum_{\ell=1}^{\infty} \frac{1}{\ell} \sum_{s=0}^{2 N-1}\left(\sin \frac{\ell s \pi}{N} \cos \ell \varepsilon \cos k t \cos \frac{k s \pi}{N}+\sin \frac{\ell s \pi}{N} \cos \ell \varepsilon \sin k t \sin \frac{k s \pi}{N}\right. \\
& \left.\quad-\cos \frac{\ell s \pi}{N} \sin \ell \varepsilon \cos k t \cos \frac{k s \pi}{N}-\cos \frac{\ell s \pi}{N} \sin \ell \varepsilon o ̈ \sin k t \sin \frac{k s \pi}{N}\right) \\
& =\sin k t \sum_{\ell=1}^{\infty} \frac{\cos \ell \varepsilon}{\ell} N\left(\tilde{\delta}_{\ell, k}-\tilde{\delta}_{\ell,-k}\right)-\cos k t \sum_{\ell=1}^{\infty} \frac{\sin \ell \varepsilon}{\ell} N\left(\tilde{\delta}_{\ell, k}+\tilde{\delta}_{\ell,-k}\right) \\
& =N \sin k t\left(\frac{\cos k \varepsilon}{k}+\sum_{L=1}^{\infty}\left(\frac{\cos (k+2 N L) \varepsilon}{k+2 N L}-\frac{\cos (-k+2 N L) \varepsilon}{-k+2 N L}\right)\right) \\
& \quad-N \cos k t\left(\frac{\sin k \varepsilon}{k}+\sum_{L=1}^{\infty}\left(\frac{\sin (k+2 N L) \varepsilon}{k+2 N L}+\frac{\sin (-k+2 N L) \varepsilon}{-k+2 N L}\right)\right) \\
& = \\
& =\frac{1}{2} \sin k t \sum_{L=-\infty}^{\infty} \frac{\cos \left(\left(\frac{k}{2 N}+L\right)(2 N \varepsilon)\right)}{\frac{k}{2 N}+L}-\frac{1}{2} \cos k t \sum_{L=-\infty}^{\infty} \frac{\sin \left(\left(\frac{k}{2 N}+L\right)(2 N \varepsilon)\right)}{\frac{k}{2 N}+L} \\
& = \\
& \frac{\pi}{2} \sin k t \cdot \cot \frac{k \pi}{2 N}- \begin{cases}0, & \text { if } \\
\frac{\pi}{2} \cos k t, & \text { if } \\
\quad 0<2 N \varepsilon<2 \pi .\end{cases}
\end{aligned}
$$

For the series representation yielding the last equality, compare [6, pp. 71,73]. In the case $k=0$ we write

$$
\begin{aligned}
\sum_{s=0}^{2 N-1} \sum_{\ell=1}^{\infty} \frac{\sin \ell\left(\frac{s \pi}{N}-\varepsilon\right)}{\ell} & =\sum_{\ell=1}^{\infty} \frac{1}{\ell} \sum_{s=0}^{2 N-1}\left(\sin \frac{\ell s \pi}{N} \cos \ell \varepsilon-\cos \frac{\ell s \pi}{N} \cdot \sin \ell \varepsilon\right) \\
& =-2 N \sum_{\ell=1}^{\infty} \frac{\sin \ell \varepsilon}{l} \tilde{\delta}_{\ell, 0} \\
& =-2 N \sum_{L=1}^{\infty} \frac{\sin 2 N L \varepsilon}{2 N L} \\
& =-\sum_{L=1}^{\infty} \frac{\sin 2 N L \varepsilon}{L} \\
& = \begin{cases}0, & \text { if } \quad \varepsilon=0 \\
\frac{2 N \varepsilon-\pi}{2}, & \text { if } 0<\varepsilon<\frac{\pi}{N} .\end{cases}
\end{aligned}
$$

Summing up $k$ from 0 to $N$ we obtain the assertions of Lemma 2.2.

The different behaviour of the Lagrange interpolants is illustrated by the following figures.


Fig. 1. Left: $L_{16} f_{0}$,


Fig. 2. Left: $L_{16} f_{0.01}$,


Right: $L_{32} f_{0}$.


Right: $L_{32} f_{0.01}$.

## 3. THE ARCLENGTH OF THE INTERPOLANT

For the arclengths of the jump function interpolants we obtain the following result.

ThEOREM 3.1. The length of the graph $\Gamma\left(L_{N} f_{\varepsilon}\right)$ of the interpolant $L_{N} f_{\varepsilon}$ remains bounded iff $\varepsilon=0$, i.e.,

$$
\operatorname{length}\left(\Gamma\left(L_{N} f_{0}\right)\right)=\mathcal{O}(1), \quad N \rightarrow \infty
$$

while for $0<\varepsilon<\frac{\pi}{N}$

$$
\operatorname{length}\left(\Gamma\left(L_{N} f_{\varepsilon}\right)\right) \sim \log N, \quad N \rightarrow \infty
$$

Proof. For $\varepsilon=0$ we obtain by definition
(2) $\quad \operatorname{length}\left(\Gamma\left(L_{N} f_{0}\right)\right)=\int_{-\pi}^{\pi} \sqrt{1+\left(\left(L_{N} f_{0}\right)^{\prime}(t)\right)^{2}} d t \leq 2 \pi+\left\|\left(L_{N} f_{0}\right)^{\prime}\right\|_{1}$.

Using the function

$$
g_{0}(x)= \begin{cases}1, & \text { if } x=0 \\ 0, & \text { if }|x|>\frac{\pi}{2} \\ x \cot x, & \text { otherwise }\end{cases}
$$

we can write

$$
\begin{aligned}
\left(L_{N} f_{0}\right)^{\prime}(t) & =\sum_{k=1}^{N-1} g_{0}\left(\frac{k \pi}{2 N}\right) \cdot \cos k t \\
& =\frac{1}{2} \sum_{k=-N}^{N} g_{0}\left(\frac{k \pi}{2 N}\right) e^{i k t}-\frac{1}{2}
\end{aligned}
$$

and we can estimate with the help of Poisson's summation formula (cf. [1, Lemma 1])

$$
\left\|\sum_{k=-N}^{N} g_{0}\left(\frac{k \pi}{2 N}\right) e^{i k \circ}\right\|_{1} \leq\left\|\hat{g}_{0}\right\|_{L^{1}(\mathbb{R})}
$$

where $\hat{g}_{0}$ is the Fourier transform of $g_{0}$. Now we can use (cf. [1, Lemma 3]) that

$$
\begin{equation*}
\left\|\hat{g}_{0}\right\|_{L^{1}(\mathbb{R})} \leq 4 \sqrt{V\left(g_{0}^{\prime}\right) \cdot\left\|g_{0}\right\|_{L^{1}(\mathbb{R})}} \tag{3}
\end{equation*}
$$

Here it holds that $\left\|g_{0}\right\|_{L^{1}(\mathbb{R})}=\pi \ln 2$, while for the total variation of the derivative one obtains $V\left(g_{0}^{\prime}\right)=2 \pi$ and hence

$$
\left\|\left(L_{N} f_{0}\right)^{\prime}\right\|_{1} \leq \pi+4 \pi \sqrt{2 \ln 2}
$$

This proves the first part of the theorem.
Using (2) and the representation of $L_{N} f_{\varepsilon}$ from Lemma 2.2, we conclude

$$
\operatorname{length}\left(\Gamma\left(L_{N} f_{\varepsilon}\right)\right) \sim\left\|\frac{\pi}{2}\left(\varphi_{N}\right)^{\prime}\right\|_{1}
$$

From Bernstein's inequality it follows easily that

$$
\left\|\frac{\pi}{2}\left(\varphi_{N}\right)^{\prime}\right\|_{1} \leq \frac{\pi N}{2}\left\|\varphi_{N}\right\|_{1} \leq 2 \ln N+C .
$$

On the other hand the lower bound for $\left\|\left(\varphi_{N}^{M}\right)^{\prime}\right\|_{1}$ is derived analogously to the standard arguments for the Dirichlet kernel (cf. [6] p. 67]).

For the convenience of the reader we include plots of $g_{0}$ and $g_{0}^{\prime}$ to illustrate the smoothness properties of $g_{0}$.


Fig. 3. Left: $g_{0}$ with $\left\|g_{0}\right\|_{L^{1}(\mathbb{R})}=\pi \ln 2$,


Right: $g_{0}^{\prime}$ with $V\left(g_{0}^{\prime}\right)=2 \pi$.

Moreover, let us mention that for $\varepsilon>0$

$$
\left(L_{N} f_{\varepsilon}\right)^{\prime}(t)=\frac{1}{2} \sum_{k=-N}^{N} g\left(\frac{k \pi}{2 N}\right) e^{i k t}-\frac{1}{2},
$$

where

$$
g(x)= \begin{cases}1, & \text { if } \quad x=0, \\ 0, & \text { if }|x|>\frac{\pi}{2}, \\ x \cot x-i x & \text { otherwise }\end{cases}
$$

Then the real part of $g$ is the smooth function $g_{0}$, whereas the imaginary part has jumps so that the estimate (3) does not hold.

In the following result we describe the behaviour of the arclength of the graph of the interpolant for smoother functions $f$.

Theorem 3.2. Let the $2 \pi$-periodic function $f$ be sufficiently smooth in the sense that

$$
f^{\prime} \in L_{2 \pi}^{p}
$$

for a certain $p>1$. Then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{length}\left(\Gamma\left(L_{N} f\right)\right)=\operatorname{length}(\Gamma(f)) \tag{4}
\end{equation*}
$$

Proof. Following the ideas of Strichartz [5, Proposition 2] we estimate

$$
\mid \operatorname{length}(\Gamma(f))-\text { length }\left(\Gamma\left(L_{N} f\right)\right) \mid \leq\left\|\left(f-L_{N} f\right)^{\prime}\right\|_{1}
$$

In the next steps we need a mean of the Fourier sum which approximates in the order of best approximation for all $L_{2 \pi}^{p}$-spaces and reproduces polynomials. For that reason we choose the de la Vallée Poussin mean

$$
\sigma_{2 N}^{N} f(t)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(t-u)\left(1+2 \sum_{k=1}^{N} \cos k u+\sum_{k=N+1}^{3 N-1} \frac{3 N-k}{2 N} \cos k u\right) \mathrm{d} u
$$

We obtain by Bernstein's inequality

$$
\begin{align*}
\left\|\left(f-L_{N} f\right)^{\prime}\right\|_{1} & \leq\left\|\left(f-\sigma_{2 N}^{N} f\right)^{\prime}\right\|_{1}+\left\|\left(\sigma_{2 N}^{N}\left(f-L_{N} f\right)\right)^{\prime}\right\|_{1} \\
& \leq c E_{N}\left(f^{\prime}, L_{2 \pi}^{1}\right)+2 N\left\|\sigma_{2 N}^{N}\left(f-L_{N} f\right)\right\|_{1} \\
& \leq c E_{N}\left(f^{\prime}, L_{2 \pi}^{1}\right)+c N\left\|f-L_{N} f\right\|_{1} \\
& \leq c E_{N}\left(f^{\prime}, L_{2 \pi}^{p}\right)+c N\left\|f-L_{N} f\right\|_{p} \\
& \leq c E_{N}\left(f^{\prime}, L_{2 \pi}^{p}\right) \tag{5}
\end{align*}
$$

where for the last inequality we have used a result on trigonometric Lagrange interpolation proved in [4]. As $E_{N}\left(f^{\prime}, L_{2 \pi}^{p}\right)$ tends to zero for $f^{\prime} \in L_{2 \pi}^{p}$, the theorem is proved.

Note that specific orders of convergence in (4) can be obtained from (5) for sufficiently smooth functions by using standard Jackson type arguments for trigonometric best approximation.

One can also achieve bounded arclength in the case $\varepsilon>0$ by modifying the Lagrange interpolation process. If one interpolates in $2 N$ points one can allow the interpolation polynomial to have a degree bigger than $N$. Let us write for $1 \leq M \leq N($ cf. [3] $)$

$$
\varphi_{N}^{M}(t)=\frac{1}{2 N}\left(1+2 \sum_{k=1}^{N} \cos k t+\sum_{k=N-M+1}^{N+M-1} \frac{N+M-k}{2 M} \cos k t\right)
$$

and

$$
L_{N}^{M} f(t)=\sum_{s=0}^{2 N-1} f\left(\frac{s \pi}{N}\right) \varphi_{N}^{M}\left(t-\frac{s \pi}{N}\right)
$$

Then $L_{N}^{M} f\left(\frac{k \pi}{N}\right)=f\left(\frac{k \pi}{N}\right)$ for all integer $k$ and $L_{N}^{M} f$ is a trigonometric polynomial of degree less than $N+M$. Note also that $\varphi_{N}=\varphi_{N}^{1}$ and $L_{N} f=L_{N}^{1} f$. The particular feature of these interpolation polynomials $L_{N}^{M}$ is the boundedness of the kernels $\varphi_{N}^{M}$ depending on the quotient $N / M$ only. Using the well-known estimate

$$
\left\|\varphi_{N}^{M}\right\|_{1} \sim \frac{4}{\pi N} \ln \frac{2 N}{M}
$$

and the same methods of proof as above, we obtain the following result.
ThEOREM 3.3. Let $N / M$ be bounded. Then for arbitrary $\varepsilon$ and arbitrary values of $f_{\varepsilon}$ at the jump it holds that

$$
\text { length }\left(\Gamma\left(L_{N}^{M} f_{\varepsilon}\right)\right)=\mathcal{O}(1), \quad N \rightarrow \infty
$$

and for $2 \pi$-periodic absolutely continuous functions $f$, i.e., $f^{\prime} \in L_{2 \pi}^{1}$, it holds that

$$
\lim _{N \rightarrow \infty} \operatorname{length}\left(\Gamma\left(L_{N} f\right)\right)=\operatorname{length}(\Gamma(f))
$$
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