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#### Abstract

We extend the Shepard operator by combining it with the AbelGoncharov univariate operator in order to increase the degree of exactness and to use some specific functionals. We study this combined operator and give some of its properties. We introduce the corresponding interpolation formula and study its remainder term. MSC 2000. 65D05. Keywords. Shepard-Abel-Goncharov operators, interpolation formula, degree of exactness, remainder term.


## 1. INTRODUCTION

1.1. The Shepard univariate operator. Recall first some results regarding the multivariate Shepard operator for the univariate case. Let $f$ be a real valued function defined on $X \subset \mathbb{R}$ and $x_{i} \in X, i=0, \ldots, N$, be some distinct points. The univariate Shepard operator is defined by

$$
\begin{equation*}
(S f)(x)=\sum_{i=0}^{N} A_{i}(x) f\left(x_{i}\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{i}(x)=\frac{\prod_{j=0, j \neq i}^{N}\left|x-x_{j}\right|^{\mu}}{\sum_{k=0}^{N} \prod_{j=0, j \neq k}^{N}\left|x-x_{j}\right|^{\mu}} \tag{2}
\end{equation*}
$$

with $\mu \in \mathbb{R}_{+}$(see, e.g., [12]). The basis functions $A_{i}$ may be written in barycentric form

$$
A_{i}(x)=\frac{\left|x-x_{i}\right|^{-\mu}}{\sum_{k=0}^{n}\left|x-x_{k}\right|^{-\mu}}
$$

It is easy to check that

$$
A_{i}\left(x_{v}\right)=\delta_{i v}, \quad i, v=0, \ldots, N
$$

[^0]and
\[

$$
\begin{equation*}
\sum_{i=0}^{N} A_{i}(x)=1 \tag{3}
\end{equation*}
$$

\]

The main properties of the operator $S$ are:

- The interpolation property

$$
(S f)\left(x_{i}\right)=f\left(x_{i}\right), \quad i=0, \ldots, N
$$

- The degree of exactness is gex $(S)=0$.

The goal when extending the operator $S$ by combining with other operators is to increase the degree of exactness and to use other sets of functionals. Let $\Lambda:=\left\{\lambda_{i} \mid i=0, \ldots, N\right\}$ be a set of functionals and let $P$ be the corresponding interpolation operator. We consider that $\Lambda_{i} \subset \Lambda$ are the subsets associated to the functionals $\lambda_{i}, i=0, \ldots, N$. We have $\bigcup_{i=0}^{N} \Lambda_{i}=\Lambda$ and $\Lambda_{i} \cap \Lambda_{j} \neq \emptyset$, excepting the case $\Lambda_{i}=\left\{\lambda_{i}\right\}, i=0, \ldots, N$, when $\Lambda_{i} \cap \Lambda_{j}=\emptyset$, for $i \neq j$. We associate the interpolation operator $P_{i}$ to each subset $\Lambda_{i}, i=0, \ldots, N$.

The operator $S_{P}$ defined by

$$
\begin{equation*}
\left(S_{P} f\right)(x)=\sum_{i=0}^{N} A_{i}(x)\left(P_{i} f\right)(x) \tag{4}
\end{equation*}
$$

is the combined operator of $S$ and $P$ (see, e.g., [12]).
Remark 1. As noted in [12], if $P_{i}, i=0, \ldots, N$, are linear operators, then $S_{P}$ is a linear operator.

Remark 2. [12]. Let $P_{i}, i=0, \ldots, N$, be some arbitrary linear operators. If $\operatorname{gex}\left(P_{i}\right)=r_{i}, i=0, \ldots, N$, then

$$
\operatorname{gex}\left(S_{P}\right)=r_{m}:=\min \left\{r_{0}, \ldots, r_{N}\right\} .
$$

Assume that $\Lambda$ is a set of Birkhoff type functional, i.e.,

$$
\Lambda_{B}=\left\{\lambda_{k j} \mid \lambda_{k j} f=f^{(j)}\left(x_{k}\right), j \in I_{k}, k=1, \ldots, N\right\},
$$

where $I_{k} \subseteq\left\{0,1, \ldots, r_{k}\right\}$, for $r_{k} \in \mathbb{N}$. Denote $r_{M}=\max \left\{r_{1}, \ldots, r_{N}\right\}$.
Remark 3. [12]. If $\mu>r_{M}$ then $\lambda_{k j}\left(S_{P} f\right)=\lambda_{k j}(f), j \in I_{k}, k=0, \ldots, N$, where $P$ is the interpolation operator corresponding to the set $\Lambda_{B}$.

In the proof of this result the following relations are used:

$$
\begin{align*}
A_{i}^{(v)}\left(x_{k}\right)=0, & v \in I_{k}, k=0, \ldots, N, k \neq i, \\
A_{i}^{(v)}\left(x_{i}\right)=0, & v \in I_{i}, v \geq 1,  \tag{5}\\
A_{i}^{(j)}\left(x_{i}\right)=1 . &
\end{align*}
$$

1.2. The Abel-Goncharov univariate operator. Let $n \in \mathbb{N}, a, b \in \mathbb{R}$, $a<b$, and $f:[a, b] \rightarrow \mathbb{R}$ be a function having the first $n$ derivatives $f^{(i)}$, $i=1,2, \ldots, n$. Given the nodes $x_{i} \in[a, b], 0 \leq i \leq n$, and the values $f^{(i)}\left(x_{i}\right)$, $0 \leq i \leq n$, we consider the Abel-Goncharov interpolation problem of finding a polynomial $P_{n} f$ of degree $n$ such that (see, e.g., [8] and [10])

$$
\begin{equation*}
\left(P_{n} f\right)^{(i)}\left(x_{i}\right)=f^{(i)}\left(x_{i}\right), \quad 0 \leq i \leq n . \tag{6}
\end{equation*}
$$

The determinant of this linear system

$$
D=\left|\begin{array}{ccccc}
1 & x_{0} & x_{0}^{2} & \ldots & x_{0}^{n}  \tag{7}\\
0 & 1! & 2 x_{1} & \ldots & n x_{1}^{n-1} \\
0 & 0 & 2! & \ldots & n(n-1) x_{2}^{n-2} \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \ldots & n!
\end{array}\right|=1 \cdot 1!\cdot 2!\cdot \ldots \cdot n!,
$$

is always nonzero and the problem (6) has therefore a unique solution. The Abel-Goncharov interpolation polynomial $P_{n} f$ can be written in the form

$$
\left(P_{n} f\right)(x)=\sum_{k=0}^{n} g_{k}(x) f^{(k)}\left(x_{k}\right),
$$

where $g_{k}, k=0, \ldots, n$ are called Goncharov polynomials of degree $k$ [9], determined by the conditions

$$
\left\{\begin{array}{l}
g_{k}^{(s)}\left(x_{s}\right)=0, \quad \text { if } k \neq s, \\
g_{k}^{(k)}(x)=1 .
\end{array}\right.
$$

According to [8], [9] and [10], we have:

$$
\begin{align*}
g_{0}(x) & =1, \\
g_{1}(x) & =x-x_{0},  \tag{8}\\
g_{k}(x) & =\int_{x_{0}}^{x} \mathrm{~d} t_{1} \int_{x_{1}}^{t_{1}} \mathrm{~d} t_{2} \cdots \int_{x_{k-1}}^{t_{k-1}} \mathrm{~d} t_{k} \\
& =\frac{1}{k!}\left[x^{k}-\sum_{j=0}^{k-1} g_{j}(x)\binom{k}{j} x_{j}^{k-j}\right], \quad k=2, \ldots, n .
\end{align*}
$$

Remark 4. [10. When all the nodes coincide, then the problem (6) is a Taylor interpolation problem and $P_{n} f$ takes the form

$$
\left(P_{n} f\right)(x)=\sum_{k=0}^{n} \frac{\left(x-x_{0}\right)^{k}}{k!} f^{(k)}\left(x_{0}\right) .
$$

Regarding the degree of exactness, we obtain the following result.
Theorem 1. The Abel-Goncharov operator $P_{n}$ has the degree of exactness $n$, i.e.,

$$
\operatorname{dex}\left(P_{n}\right)=n .
$$

Proof. It is easily seen that for the test functions $e_{i}(x)=x^{i}, x \in[a, b]$, we have

$$
\left(P_{n} e_{i}\right)(x)=e_{i}(x), i=0, \ldots, n
$$

while

$$
\left(P_{n} e_{n+1}\right)(x)=g_{0}(x) x_{0}^{n+1}+g_{1}(x)(n+1) x_{1}^{n}+\ldots+g_{n}(x)(n+1) \cdot \ldots \cdot 2 x_{n} \neq e_{n+1}(x)
$$

We obtain the following result regarding the remainder $R_{n} f$ of the AbelGoncharov interpolation formula

$$
f=P_{n} f+R_{n} f
$$

Theorem 2. If $f \in H^{n+1}[a, b]$ then

$$
\left(R_{n} f\right)(x)=\int_{a}^{b} \varphi_{n}(x, s) f^{(n+1)}(s) \mathrm{d} s
$$

with

$$
\begin{equation*}
\varphi_{n}(x, s)=\frac{(x-s)_{+}^{n}}{n!}-\sum_{k=0}^{n} g_{k}(x) \frac{\left(x_{k}-s\right)_{+}^{n-k}}{(n-k)!} . \tag{9}
\end{equation*}
$$

Proof. From Theorem 11 we have that gex $\left(P_{n}\right)=n$. By Peano's theorem we obtain

$$
\left(R_{n} f\right)(x)=\int_{a}^{b} \varphi_{n}(x, s) f^{(n+1)}(s) \mathrm{d} s
$$

with

$$
\varphi_{n}(\cdot, s)=R_{n}\left[\frac{(\cdot-s)_{+}^{n}}{n!}\right]=\frac{(\cdot-s)_{+}^{n}}{n!}-P_{n}\left[\frac{(\cdot-s)_{+}^{n}}{n!}\right] .
$$

For all $x \in[a, b]$ we have

$$
\varphi_{n}(x, s)=\frac{(x-s)_{+}^{n}}{n!}-\sum_{k=0}^{n} g_{k}(x)\left[\frac{\left(x_{k}-s\right)_{+}^{n}}{n!}\right]^{(k)},
$$

which, after some immediate manipulations, implies (9).

## 2. THE COMBINED SHEPARD-ABEL-GONCHAROV UNIVARIATE OPERATOR

In this section we shall assume that there exists $f^{(i)}\left(x_{i}\right), i=0, \ldots, N$, on the set of $N+1$ pairwise distinct points $x_{i} \in[a, b], 0 \leq i \leq N$. Let us consider the set of linear functionals of Abel-Goncharov type:

$$
\Lambda_{A G}(f):=\left\{\lambda_{i}(f): \lambda_{i}(f)=f^{(i)}\left(x_{i}\right), i=0, \ldots, N\right\}
$$

We attach to each node $x_{i}, i=0, \ldots, N$, a set of nodes $X_{i, n}, n \in \mathbb{N}, n \leq N$, $i=0, \ldots, N$, defined by

$$
\begin{equation*}
X_{i, n}=\left\{x_{i}, x_{i+1}, \ldots, x_{i+n}\right\}=\left\{x_{i+v}: v=0, \ldots, n\right\}, \quad i=0, \ldots, N \tag{10}
\end{equation*}
$$

where $x_{N+k+1}=x_{k}, k=0, \ldots, n$.
We associate to each set of nodes $X_{i, n}, i=0, \ldots, N$, the Abel-Goncharov interpolation operator, denoted $P_{i}^{n}, i=0, \ldots, N$, corresponding to the set
of functionals $\Lambda_{A G}$. The operators $P_{i}^{n}, i=0, \ldots, N$, exist and are unique because the points of the sets $X_{i, n}, i=0, \ldots, N$, are pairwise distinct so the determinant of the interpolation system of the form $(7)$ is always different from zero. We have

$$
\begin{equation*}
\left(P_{i}^{n} f\right)^{(k)}\left(x_{k}\right)=f^{(k)}\left(x_{k}\right), \quad i \leq k \leq i+n, 0 \leq i \leq N \tag{11}
\end{equation*}
$$

REmark 5. The set of linear functional of Abel-Goncharov type, $\Lambda_{A G}$, is included in the set of linear functional of Birkhoff type. We notice that in case of the Abel-Goncharov interpolation we have the advantage that the determinant of the interpolation system of the form (7) is always different from zero, thus the interpolation polynomial always exists and is unique.

We consider the Abel-Goncharov polynomials of degree $n$, associated to the sets of nodes $X_{i, n}, i=0, \ldots, N$, and the sets of linear functionals of AbelGoncharov type given by

$$
\begin{equation*}
\left(P_{i}^{n} f\right)(x)=\sum_{j=i}^{i+n} g_{j-i}^{\langle i\rangle}(x) f^{(j-i)}\left(x_{j}\right), \quad i=0, \ldots, N \tag{12}
\end{equation*}
$$

with the Goncharov polynomials given by

$$
\begin{aligned}
& g_{0}^{\langle i\rangle}(x)=1 \\
& g_{1}^{\langle i\rangle}(x)=x-x_{i} \\
& g_{k}^{\langle i\rangle}(x)=\frac{1}{k!}\left[x^{k}-\sum_{j=0}^{k-1} g_{j}(x)\binom{k}{j} x_{j+i}^{k-j}\right], \quad k \geq 1 .
\end{aligned}
$$

THEOREM 3. The Abel-Goncharov operators $P_{i}^{n}, i=0, \ldots, N$, have the degree of exactness n, i.e.,

$$
\begin{equation*}
\operatorname{dex}\left(P_{i}^{n}\right)=n, \quad i=0, \ldots, N \tag{13}
\end{equation*}
$$

The proof is obtained similarly to that of Theorem 1 .
REMARK 6. If we consider the sets $X_{i, n_{i}}, i=0, \ldots, N$, of the form 10 such that each of them has $n_{i}+1$ elements, $n_{i} \in \mathbb{N}$, then

$$
\operatorname{dex}\left(P_{i}^{n}\right)=n_{i}, \quad i=0, \ldots, N
$$

We denote by $S_{n}^{A G}$ the Shepard operator of Abel-Goncharov type, given by

$$
\left(S_{n}^{A G} f\right)(x)=\sum_{i=0}^{N} A_{i}(x)\left(P_{i}^{n} f\right)(x)
$$

where $A_{i}, i=0, \ldots, N$, are given by (2) and $P_{i}^{n}, i=0, \ldots, N$, are given by (12). We call $S_{n}^{A G}$ the combined Shepard-Abel-Goncharov operator.

Particular case. When all the nodes coincide, $x_{0}=\ldots=x_{N}$, we obtain the Shepard operator of Taylor type:

$$
\left(T_{n}^{i} f\right)(x)=\left(P_{i}^{n} f\right)(x)=\sum_{j=0}^{n} \frac{\left(x-x_{i}\right)^{j}}{j!} f^{(j)}\left(x_{i}\right), \quad i=0, \ldots, N,
$$

and the combined Shepard-Taylor operator given by

$$
\left(S T_{n} f\right)(x)=\sum_{i=0}^{N} A_{i}(x)\left(T_{n}^{i} f\right)(x) .
$$

The main properties of the Shepard-Taylor operator $S T_{n}$ are:

- For $\mu>n$

$$
\left(S T_{n} f\right)^{(j)}\left(x_{i}\right)=f^{(j)}\left(x_{i}\right), \quad j=0, \ldots, n, i=0, \ldots, N ;
$$

- $\operatorname{gex}\left(S T_{n}\right)=n$.

Theorem 4. The operator $S_{n}^{A G}$ is linear.
Proof. For arbitrary $h_{1}, h_{2}:[a, b] \rightarrow \mathbb{R}$ and $\alpha, \beta \in \mathbb{R}$, one gets

$$
\begin{aligned}
& S_{n}^{A G}\left(\alpha h_{1}+\beta h_{2}\right)(x)= \\
& =\sum_{i=0}^{N} A_{i}(x) \sum_{j=i}^{i+n} g_{j-i}^{\langle i\rangle}(x)\left(\alpha h_{1}+\beta h_{2}\right)^{(j-i)}\left(x_{j}\right) \\
& =\alpha \sum_{i=0}^{N} A_{i}(x) \sum_{j=i}^{i+n} g_{j-i}^{\langle i\rangle}(x) h_{1}^{(j-i)}\left(x_{j}\right)+\beta \sum_{i=0}^{N} A_{i}(x) \sum_{j=i}^{i+n} g_{j-i}^{\langle i\rangle}(x) h_{2}{ }^{(j-i)}\left(x_{j}\right) \\
& =\alpha S_{n}^{A G}\left(h_{1}\right)(x)+\beta S_{n}^{A G}\left(h_{2}\right)(x),
\end{aligned}
$$

which shows the linearity of $S_{n}^{A G}$.
Theorem 5. If $\mu>N$, the operator $S_{n}^{A G}$ has the interpolation property:

$$
\begin{equation*}
\left(S_{n}^{A G} f\right)^{(k)}\left(x_{k}\right)=f^{(k)}\left(x_{k}\right), \quad 0 \leq k \leq N . \tag{14}
\end{equation*}
$$

Proof. Taking into account that $\mu>N$, we have

$$
\left(S_{n}^{A G} f\right)^{(k)}\left(x_{k}\right)=\sum_{i=0}^{N} \sum_{\nu=0}^{k}\binom{k}{\nu} A_{i}^{(\nu)}\left(x_{k}\right)\left(P_{i}^{n} f\right)^{(k-\nu)}\left(x_{k}\right) .
$$

By (5) and (11) we obtain (14).
Theorem 6. $S_{n}^{A G} f=f$, for all $f \in \mathbb{P}_{n}$, where $\mathbb{P}_{n}$ is the set of polynomials of degree at most $n$.

Proof. From Theorem 2 we have

$$
\operatorname{gex}\left(S_{n}^{A G}\right)=\min \left\{\operatorname{gex}\left(P_{i}^{n}\right) \mid i=0, \ldots, N\right\},
$$

and, taking into account 13), we obtain $\operatorname{gex}\left(S_{n}^{A G}\right)=n$.

Remark 7. If the conditions of Remark 6 are verified, i.e., $\operatorname{gex}\left(P_{i}^{n}\right)=n_{i}$, $i=0, \ldots, N$, then by Theorem 2 we have

$$
\operatorname{gex}\left(S_{n}^{A G}\right)=\min _{i \in\{0, \ldots, N\}} n_{i} .
$$

The Shepard-Abel-Goncharov interpolation formula is

$$
f=S_{n}^{A G} f+R_{n}^{A G} f,
$$

where $R_{n}^{A G} f$ denotes the remainder.
When all the nodes coincide we have the Shepard-Taylor interpolation formula and the following result is known.

Theorem 7. [4]. If $f \in H^{n+1}[a, b]$ and $x_{0}=x_{1}=\ldots=x_{N}$, then

$$
\left(R_{n}^{A G} f\right)(x)=\int_{a}^{b} \varphi_{n}(x, s) f^{(n+1)}(s) \mathrm{d} s
$$

where

$$
\varphi_{n}(x, s)=\frac{1}{n!}\left\{(x-s)_{+}^{n}-\sum_{i=0}^{N} A_{i}(x)\left[\left(x_{i}-s\right)_{+}^{0}\left(x-x_{i}\right)+\left(x_{i}-x\right)_{+}\right]^{n}\right\} .
$$

Theorem 8. If $f \in H^{n+1}[a, b]$ then

$$
\left(R_{n}^{A G} f\right)(x)=\int_{a}^{b} \varphi_{n}(x, s) f^{(n+1)}(s) \mathrm{d} s
$$

with

$$
\begin{equation*}
\varphi_{n}(x, s)=\frac{(x-s)_{+}^{n}}{n!}-\sum_{i=0}^{N} A_{i}(x) \sum_{j=i}^{i+n} g_{j-i}^{\langle i\rangle}(x) \frac{\left(x_{j}-s\right)_{+}^{n-j+i}}{(n-j+i)!} . \tag{15}
\end{equation*}
$$

Proof. Theorem 6 implies $\operatorname{gex}\left(S_{n}^{A G}\right)=n$. Applying the Peano's theorem, we obtain

$$
\left(R_{n}^{A G} f\right)(x)=\int_{a}^{b} \varphi_{n}(x, s) f^{(n+1)}(s) \mathrm{d} s
$$

with

$$
\varphi_{n}(\cdot, s)=R_{n}^{A G}\left[\frac{(--s)_{+}^{n}}{n!}\right]=\frac{(--s)_{+}^{n}}{n!}-\sum_{i=0}^{N} A_{i}(\cdot) P_{i}^{n}\left[\frac{(--s)_{+}^{n}}{n!}\right] .
$$

For all $x \in[a, b]$ we have

$$
\varphi_{n}(x, s)=\frac{(x-s)_{+}^{n}}{n!}-\sum_{i=0}^{N} A_{i}(x) \sum_{j=i}^{i+n} g_{j-i}^{\langle i\rangle}(x)\left[\frac{\left(x_{j}-s\right)_{+}^{n}}{n!}\right]^{(j-i)},
$$

and finally (15).

Particular case. We consider $n=1$. We have the corresponding She-pard-Abel-Goncharov operator given by

$$
\begin{aligned}
\left(S_{1}^{A G} f\right)(x) & =\sum_{i=0}^{N} A_{i}(x)\left(P_{i}^{1} f\right) \\
& =\sum_{i=0}^{N} A_{i}(x)\left[g_{0}^{\langle i\rangle}(x) f\left(x_{i}\right)+g_{1}^{\langle i\rangle}(x) f^{\prime}\left(x_{i+1}\right)\right]
\end{aligned}
$$

The interpolation formula is

$$
f=S_{1}^{A G} f+R_{1}^{A G} f
$$

where $R_{1}^{A G} f$ is the remainder, which according with Theorem 8 has the following form:

$$
\left(R_{1}^{A G} f\right)(x)=\int_{a}^{b} \varphi_{1}(x, s) f^{\prime \prime}(s) \mathrm{d} s
$$

with

$$
\varphi_{1}(x, s)=(x-s)_{+}-\sum_{i=0}^{N} A_{i}(x)\left[g_{0}^{\langle i\rangle}(x)\left(x_{i}-s\right)_{+}+g_{1}^{\langle i\rangle}(x)\left(x_{i+1}-s\right)_{+}^{0}\right]
$$

Example 1. Consider $f:[0,4] \rightarrow \mathbb{R}, f(x)=3 \sin \frac{\pi x}{4}$, and the nodes $x_{i}=i$, $i=0, \ldots, 4$. Figure 1 shows the Shepard approximation corresponding to these data, while Figure 2 shows the Shepard-Abel-Goncharov approximation. The figures were drawn using Matlab.


Fig. 1. Shepard interpolation.

## REFERENCES

[1] Agarwal, A. and Wong, P. J. Y., Error Inequalities in Polynomial Interpolation and their Applications, Kluwer Academic Publishers, Dordrecht, 1993.
[2] Cheney, W. and Light, W., A Course in Approximation Theory, Brooks/Cole Publishing Company, Pacific Grove, 2000.


Fig. 2. Shepard-Abel-Goncharov interpolation.
[3] Coman, Gh., The remainder of certain Shepard type interpolation formulas, Studia Univ. "Babeş-Bolyai", Mathematica, XXXII, no. 4, pp. 24-32, 1987.
[4] Coman, Gh., Shepard-Taylor interpolation, Itinerant Seminar on Functional Equations, Approximation and Convexity, Cluj-Napoca, pp. 5-14, 1988.
[5] Coman, Gh. and Ţâmbulea, L., A Shepard-Taylor approximation formula, Studia Univ. "Babeş-Bolyai", Mathematica, XXXIII, no. 3, pp. 65-73, 1988.
[6] Coman, Gh. and Trîmbiţaş, R., Combined Shepard univariate operators, East Jurnal on Approximations, 7, no. 4, pp. 471-483, 2001.
[7] Coman, Gh. and Trîmbiţaş, R., Univariate Shepard-Birkhoff interpolation, Rev. Anal. Numér. Théor. Approx., 30, no. 1, pp. 15-24, 2001.[ँ]
[8] Davis, Ph. J., Interpolation and Approximation, Blaisdell Publishing Company, New York, 1963.
[9] Dzhaparidze, K. and Janssen, R. H. P., A stochastic approach to an interpolation problem with applications to Hellinger integrals and arithmetic-geometric mean relationship, CWI Report, Amsterdam, 7, no. 3, pp. 245-258, 1994.
[10] Sendov, B. and Andreev, A., Approximation and Interpolation Theory, in Handbook of Numerical Analysis, vol. III, ed. P. G. Ciarlet and J. L. Lions, 1994.
[11] Shayne, W., Refinements of the Peano kernel theorem, Numer. Funct. Anal. Optimiz., 20, nos. 1-2, pp. 147-161, 1999.
[12] Stancu, D. D., Coman, Gh., Agratini, O. and Trîmbiţaş, R., Numerical Analysis and Approximation Theory, vol. I, Presa Universitară Clujeană, 2001 (in Romanian).
[13] Stancu, D. D., Coman, Gh., and Blaga, P., Numerical Analysis and Approximation Theory, vol. II, Presa Universitară Clujeană, 2002 (in Romanian).

Received by the editors: November 9, 2002.


[^0]:    *This work was supported by CNCSIS Grant no. 8/139, 2003.
    $\dagger$ "Babeş-Bolyai" University, Faculty of Mathematics and Computer Science, str. M. Kogălniceanu 1, 3400 Cluj-Napoca, Romania, e-mail: tgulea@math.ubbcluj.ro.

