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ON THE OPTIMAL SELECTION OF THE RELAXATION CONSTANT
IN THE JOR METHOD

SLOBODAN LAKIC* and FERENC SZIDAROVSZKY'

Abstract. In this paper we suggest a method for the quasi-optimal selection
of the relaxation constant in the Jacobi overrelaxation (JOR) method. It is
assumed that the eigenvalues of the coefficient matrix belong to a rectangular
region. Our estimates may lead to better parameter choices than earlier results
on circular regions.
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1. INTRODUCTION

Consider a system of linear equations Ax = b, where A € C"™" and x,b €
C™. It is assumed that A is nonsingular and has nonzero diagonal entries.
Without losing generality we can suppose that a;; = 1,4 = 1,2,...,m. The
associated JOR method has the form as in [2]

Tpt1 = Mx, +d, x9€C™

with M = I —rA, d = rb, where r is a nonzero real parameter. In an earlier
paper [1], Laki¢ has introduced a new method for the quasioptimal selection of
parameter r by assuming that all eigenvalues of the coefficient matrix A belong
to a certain circular region. In this paper we will present two analogous results
for rectangular regions and we will also demonstrate with a numerical example
that rectangular regions may lead to sharper estimates.

2. QUASI-OPTIMAL SELECTION OF r
Assume that all eigenvalues of matrix A belong to a rectangular region
S={A|a<ReA<f, —y<ImI <~}

where v > 0, and «, 8 are real. If \,..., \,,, are the eigenvalues of A then
the eigenvalues of M = I —rA are the numbers zp =1 —rAg, k=1,2,...,m.
Notice that |z;x|? = (1 —rag)? + (rby)?, where A\, = ay, +ibg. Two special cases
will be next discussed and the quasi-optimal selection of r will be presented.
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THEOREM 1. Assume that
2 2
O<a<f<a+ L.

Then with the selection of
o

r = —:
a? + 2
we obtain

'O(M)S\/aszyQ<1'

Proof. The conditions imply that r(a + ) < 2, therefore r(ap + o) < 2.
This relation is equivalent to the inequality

(1 —rap)* < (1 —ra)?

Notice that

21l < /(1= ra)? + ()2 = f(r)
with

Fatr) =0, f"(%) > 0.

Therefore f(r) is minimal at r = with value

o
a2+72

f(a2i72) = \/az-w? <1 O

THEOREM 2. Assume that 0 < o < 3. Then with the selection of

«
r = ——-7
B2+
we obtain
2

Proof. Since o < ay < 8 and |by| < 7y, we have

1] < /(1= ran)? + (r)? < /1 2ra + (82 + 42)r2 = g(r).

Function g has its minimum at r = ﬁ and with this selection

2

REMARK 1. Inequality p(M) < 1 implies that the JOR method is globally
convergent. O

REMARK 2. Since for all 0 < a < 3,

1 _o®> S v
1 524,72 2 O{2+"}’27

we reach the following conclusions: If

2
0<a<pf<a+t i,



3 On the optimal selection of the relaxation constant in the JOR method 71

then we can use Theorem 1, and if
272
,6 > o+ o
then Theorem 2 can be applied. O
3. NUMERICAL EXAMPLE

Consider the following complex matrix

1 i 0
A=11 1 i
0 —3 1

with eigenvalues A\; = 1, Ay = %, Ag = % The best choice for the JOR
method is » = 1, which is the classical Jacobi method and p(M) = 0.707.
From Theorem 1 (with the selection of @ = v = 1,3 = 3) we obtain the
optimal choice r = 1 again with p(M) < 0.707. From Theorem 2 we obtain
r = 0.2 and the estimation p(M) < 0.95. The true value is p(M) = 0.905.

In applying the results of Laki¢ in [1] for the same matrix we select ¢t =
1-5=0293and T =1+ 5 = 1.707.

Then Theorems 1 and 2 of that earlier paper imply that » = 0.5 and = 0.1
are the optimal selection with corresponding estimates p(M) < 0.92 (the exact
value is 0.79) and p(M) < 0.98 (the exact value is 0.95), respectively. This
results show that the use of rectangular regions might lead to better estimates

than the use of circular regions.
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