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ON THE CONVERGENCE OF ITERATES
TO FIXED POINTS OF ANALYTIC OPERATORS

IOANNIS K. ARGYROS*

Abstract. The results in this study deal with the question: given that an ana-
lytic operator has fixed point, when is it true that iterates (under the operator)
of nearby points converge to the fixed point? We take advantage of the analyt-
icity of the operator to show that it is possible to enlarge the convergence radius
for the method of successive substitutions or Newton’s method. A numerical
example is finally given to show that under our conditions there exists a wider
choice of initial guesses than before.
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1. INTRODUCTION

A fixed point x* of an operator F which maps a convex subset D of a
Banach space X into X is by definition a solution of the equation

(1) x = F(x).

One of the earliest and most useful fixed point theorems is the Picard fixed
point theorem (or contraction mapping principle) which states that a contrac-
tion operator F' of a Banach space into itself has a unique fixed point [4], [§],
[9], [10].

An iteration method for solving equation (1) consists of the construction of
a sequence {z,} (n > 0) which converges to x*, given a suitable starting value
xg, and a procedure for calculating the value of 1, once z, is known. The
form of equation (1) suggests immediately the classical method of successive
substitutions, in which one chooses some zg € D, and uses the relationship

(2) Tny1 = F(zn) (n=0)

to construct the remainder of the sequence {z,} (n > 0). The results proved
here are concerned with the following question: Given that operator F' has
a fixed point z*, when is it true that method (2) converges to z*? Such
a question is clearly of interest in numerical analysis since many numerical
problems can be reduced to the problem of locating fixed points. Sufficient
conditions for the convergence of method (2) are well known [4], [§]. Here
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we assume that operator F' is analytic on D. We provide local convergence
results for method (2) as well as the convergence radius. It turns out that
under our assumptions the convergence radius can be enlarged compared with
earlier results.

Finally we provide a numerical example to show that our results can provide
a wider choice of initial guesses xy than before [7]-[13]. This observation
is important and can find applications in steplength selection in predictor—
corrector continuation procedures [I]-[5], [14].

2. CONVERGENCE ANALYSIS

It is convenient to define:
1 (k) [\ || T
(3) v =sup || (@) |[FT
k>1

with v = oo, if the supremum does not exist.
We can show the following local convergence theorem for method (2) in-
volving analytic operators.

THEOREM 1. Let F: D C X — X be an analytic operator and x* € D be a
fixed point of F'. Moreover, assume:
there exists a such that

(4) IF' @) < a,
and
(5) Ua" ") = {z € X | o —a*|| <+°} C D,
where,

0, ifvy=0
(6) "=11 1-a

v 2-«

Then, if
yr

7 = 1
(7) 8 a+1_w*<,

the method of successive substitutions {x,} (n > 0) generated by (2) remains in
U(z*,r*) for alln > 0 and converges to x* for any xo € U(z*,r*). Moreover,
the following error bounds hold for all n > 0:

(8) [#n41 — 2| < Bullon — 2| < Bllzn — 27,
where,

Y7 B
9 =1 = _— > 0).
(9) Po=1, PBn+1 a+1_7T*/Bn (n>0)
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Proof. The analyticity of F' gives

(10) F(z) = i LE® (2%)(x — a*)*.
k=0
Using (2), (3), and z* = F(2*) we successively obtain
Tps1 —2° = F(z*)+ F(a*)(zn — 2*) + $F"(2%) (2, — 7%)
4ot %F(k)@*)(% —)
(11) = F(a*)(, —a*) + fj AFW (@) (2, — 2%
k=2

and
oo

(12)  Nonr —2*| < 1F@) 2o —2* ] + 3 |5 F® @) [lon - 1%
k=2

We notice that by hypothesis, 81 < fp = 1. Then, as

J@) =+ 1222

1—ryr*z

is an increasing function, fo = f(51) < f(Bo) = P1, and in general f,11 < S
for all n > 0.

Now, we proceed by induction. Taking into account (11) and (12) for n = 0
we have

¥
ler =2l < o+ 2hpeml] e - 2|
< o+ 25 lwo 2| < flao — ]|
Let us assume now that ||zg11 — 2| < Bil|lzr — 2| for k=0,1,...,n — 1.

Then, by (12) and taking into account ||z, — z*|| < r* it follows that ||z,4+1 —
z*|| < Bnl|zn — *|| and the induction is complete.
Consequently,

[Zn+1 — 2% < Bullzn — 2| < BuBu-1l|Tn-1 — 27|
< o< Bpfa-1-Bollwo — x¥|| < BT

As 1 < 1, the sequence {z,} converges to z*. Note that S € [0,1) by the
choice of 7*.
That completes the proof of Theorem 1. O

The above result was based on the assumption that the sequence
1
(13) = HEREHFT (k> 2)

is bounded . In the case where the assumption of boundedness does not
necessarily hold, we have the following local alternative.
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THEOREM 2. Let F: D C X — X be an analytic operator and x* € D be a
fized point of F'. Moreover, assume:

o0
max S (yer)* L exists and is attained at some rog > 0. Set
r k=2
[ee)
(14) p=> (wro)"
k=2
there exist a,,§ with « € [0,1), § € («, 1) such that (4) holds,
(15) p+a—06<0
and
(16) U(z*,r0) C D.

Then, the method of successive substitutions {z,} (n > 0) generated by (2)
remains in U(z*,ro) for alln > 0 and converges to x* for any x¢ € U(x*,r9).
Moveover the following error bounds hold for all n > 0:

oo
A7) Near =2 S allzy —a* | + D08 e — 2(|F < 6|z — 2.
k=2

Proof. Using mathematical induction on n we see that the left hand side
inequality in (17) follows from (12) and (13), where as the right hand side from
(14) and (15). The rest of the proof follows from the choice of § (§ € [0,1))
and the estimate

(18) |Znt1 = 2| < Ollents — 2l < 6"z — 27| (n > 0).
That completes the proof of Theorem 2. O

REMARK 1. If D = X condition (5) (or (16)) is automatically satisfied.
O

REMARK 2. The results obtained here can be modified to hold for other
iterative methods. In the case of Newton’s method

(19) Yn+1 = Yn — G/(yn)ilG(yn) (n > O) (yO € D)
for approximating a solution x* of equation
(20) G(y) =0,

we can define
(21) F(z)=z—-G'(2)"'G(z) (z e D)

provided that the inverse of the Fréchet-derivative F'(z) exists (x € D). We
can have

(22) F'(z) = G'(2)7'¢"(2)G'(2) ' G(a)
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and F'(z*) =0, i.e., a = 0. In order for us to compare our results with earlier
ones, let us assume that z* is a simple zero of G and

(23) I&@) < ao
(24) I¢'@) ~ Gl < -yl (w,ye D).

It was shown in [I0] (see also [14]) that the convergence radius for Newton’s
method is given by

2
25 =—.
( ) "N 3040@
Moreover, in [12, p. 259] the radius of convergence is given by
1

(26) Twz = 277*(3 - 2V2),
where,

1
(27) 7" = sup |G (@) T G (@)

k>1

In the example at the end of the study we can use Theorem 1 to show that:
(28) ry <r* and Ty, <1t

That is, our Theorem 1 provides a wider choice of initial guesses zy than
before. This observation is important and also finds applications in steplength
selection in predictor—corrector continuation procedures [I]-[5], [14]. O

REMARK 3. The condition on the analyticity of F' on D can be dropped.
Indeed using the well-known spectral radius formula, A. M. Ostrowski [9]
proved that there exists a neighborhood N of z* such that ILm T, = x* for

n—oo

any xg € N provided:
(a) z* € X is a fixed point of F', F': X — X;
(b) F' is Fréchet-differentiable at x*;
(c) the spectral radius of the derivative of F' at z* is less than 1.

However, this result does not give us information on how to construct N. [

We finally complete this section with a more general result whose proof is
left as an exercise as similar to Theorems 1 and 2.

THEOREM 3. Let F(x) be analytic at its fized point x* in the sense that the
power series
k>0

is normally convergent in some neighborhood of x*. Assume that |[F'(z*)|| < 1
and that F®) (z*) # 0 for some k > 2. Then the function

W(r) = |F @) + 3 llE® @)+

k>2
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is defined for r sufficiently small; the equation ¢ (r) = 1 has a positive Toot r¢;
and for any xo € U(x*,rg), the sequence of iterates {x,} satisfies
[#n41 — 2| < Y(llan — 27|)[lzn — 27,

where
Y(llzn — 2™) < P(lJxo —27[]) < 1.

3. APPLICATIONS

REMARK 4. As noted in [I]-[5], [8]-[14] the local results obtained here can
be used for projection methods such as Arnoldi’s, the generalized minimum
residual method (GMRES), the generalized conjugate residual method (GCR),
and for continued Newton-like/finite-difference projection methods. 0

REMARK 5. The local results obtained here can also be used to solve equa-
tions of the form G(x) = 0, where F’ satisfies the autonomous differential
equation [4], [8]:

(29) G'(z) = T(G(x)),

where, T: Y — X is a known continuously sufficiently many times Fréchet
differentiable operator. Since

G'(2") = T(G(2")) = T(0),
G'(x") = T'(G(x"))G' (2") = T'(0)T(0),

we can apply the results obtained here without actually knowing the solution
x* of equation (20). O

We complete our study with such an example:
EXAMPLE 1. Let X =Y =R, D = U(0,1), and define function G on D by
(30) G(x)=¢"—1.

Then it can easily be seen that we can set T'(z) = x + 1 in (29).

Using (23)—(27) we obtain a9 = 1, £ = e, v* = .5, ry = .245253, and
rw, = .171572875. Note also that all hypotheses of Remark 3 are satisfied. In
particular the spectral radius of F' is 0.

Define F' on D by

F(z)=x+1—¢"
Using (3), (4) and (6) we get (for z* = 0)
(31) a=0, v=.

and

which justifies (28).



Convergence of iterates to fixed points of analytic operators 17

Moreover, if F' is defined by (21) we still get (31), which allows us to use
Newton’s method with convergence radius r* instead of ry (or 7y,). Finally
we note that method (2) converges even if zp = 1. Indeed, we have

(1]
2]

[10]
[11]

[12]

[13]

[14]

o =1, x1 = —.718281829, z9 = —.205871128, z3 = —.01980909,
x4 = —.000194911, x5 = —.000000019 and zg=2*=0. g
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