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Abstract. In order to approximate the solutions of nonlinear systems
F (x) = 0,

with F : D ⊆ Rn → Rn, n ∈ N, we consider the method
xk+1 = xk −AkF (xk)
Ak+1 = Ak(2I − F ′(xk+1)Ak), k = 0, 1, ..., A0 ∈Mn(R), x0 ∈ D,

and we study its local convergence.
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1. INTRODUCTION

Most of the problems regarding the methods of approximating the solutions
of nonlinear equations in abstract spaces lead, as is well known, to solving of
linear systems in Rn, n ∈ N. From here, the importance of the study of the
methods of approximating the solutions of linear and nonlinear problems in
Rn.

For the linear systems there have been studied several methods which offer
very good results for some relatively large classes of problems. In the case of
the nonlinear systems, the number of the methods is limited and the possibility
of their applications differs from system to system.

One of the most used methods is the Newton method. The application
of this method to nonlinear systems requires at each step the approximate
solution of a linear system. It is well known that the matrix of this linear
system is given by the Jacobian of the nonlinear system.

The approximate computation of the elements of the matrix may introduce
not only truncation errors, but also rounding errors, and therefore the resulted
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linear system at each iteration step is a perturbed one. Further errors may
appear from the algorithm used for solving the linear system.

A method which can overcome a part of the above mentioned difficulties
seems to be the one which at each iteration step uses an approximation for
the inverse of the Jacobian.

More precisely, let F : D ⊆ Rn → Rn and the equation
(1) F (x) = 0.

We denote by Mn(R) the set of the square matrices of order n, having real
elements.

Let x0 ∈ D and A0 ∈Mn(R). Consider the sequences (xk)k≥0 and (Ak)k≥0
given by

xk+1 = xk −AkF (xk)(2)
Ak+1 = Ak(2I − F ′(xk+1)Ak), k = 0, 1, ...

where I is the unity matrix.
The matrices Ak approximate, as we shall see, the inverse of the Jacobian

matrix.
In this note we show that locally, the r-convergence order of the sequence

(xk)k≥0 is the same as for the sequence given by the Newton method, i.e., 2.
This result completes those obtained in [1]–[7].

2. LOCAL CONVERGENCE

The following results have maybe a smaller practical importance, but they
prove that, theoretically, the Newton method and method (2) offer the same
results regarding the local convergence. Method (2) presents the advantage
that eliminates the algorithm errors mentioned above. However, the trun-
cation and the rounding errors cannot be avoided by this algorithm. This
algorithm may be easily programmed.

Regarding the function F we make the following assumptions:
a) system (1) has a solution x∗ ∈ D;
b) F is of class C1 on D;
c) there exists F ′(x∗)−1.

Lemma 1. If F verifies assumptions a) − c) and there exists r > 0 such
that:

i. S = {x ∈ Rn : ‖x− x∗‖ ≤ r} ⊆ D
ii. mcr = q < 1, where m = supx∈D ‖F ′′(x)‖ and c =

∥∥F ′(x∗)−1∥∥,
then for any x ∈ S there exists F ′(x)−1 and

(3)
∥∥∥F ′(x)−1

∥∥∥ ≤ c
1−q .

Proof. Let x ∈ D and consider the difference

(4) ∆(x) = F ′(x∗)− F ′(x) = F ′(x∗)
(
I − F ′(x∗)−1F ′(x)

)
.
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It follows that
(5)

(
I − F ′(x∗)−1F ′(x)

)
= F ′(x∗)−1∆(x).

The finite increment formula [5] leads to relation
‖∆(x)‖ =

∥∥F ′(x∗)− F ′(x)
∥∥ ≤ m ‖x∗ − x‖ ≤ mr,

from which, by (5) we get∥∥∥I − F ′(x∗)−1F ′(x)
∥∥∥ ≤ cmr = q < 1.

It follows by the Banach lemma that F ′(x∗)−1F ′(x) is invertible and(
F ′(x∗)−1F ′(x)

)−1
=
[
I − F ′(x∗)−1∆x

]−1
.

Further,
F ′(x)−1 =

(
I − F ′(x∗)−1∆x

)−1
F ′(x∗)−1,

whence, by taking norms we obtain (3). �

Regarding the convergence of the iteration (2) we obtain the following result.

Theorem 2. If F obeys the hypothesis of Lemma 1 and the initial approx-
imations x0 ∈ D and A0 ∈Mn(R) are taken such that

δ0 = am
2 ‖x

∗ − x0‖ ≤ αd,(6)
ρ0 =

∥∥I − F ′(x0)A0
∥∥ ≤ βd,(7)

2αd
am ≤ r,(8)

where a = c
1−q , d < 1 and α, β > 0 obey

α+ βab < 1(9) [
β + 2ab (βd+ 1)2 α

]
< β(10)

where b = supx∈D ‖F ′(x)‖ .
Then for all k ∈ N , we have xk ∈ S and

‖xk − x∗‖ ≤ 2α
mad

2k
,(11) ∥∥I − F ′(xk)Ak∥∥ ≤ βd2k

, k = 0, 1, ....(12)

Proof. From (8) and (6) it follows ‖x∗ − x0‖ ≤ r and therefore x0 ∈ S. From
the identity
θ = F (x∗) = F (x∗)− F (x0)− F ′(x0)(x∗ − x0) + F ′(x0)(x∗ − x0) + F (x0),

taking into account (2) for k = 0, we get

x1 − x∗ = −F ′(x0)−1[F (x∗)− F (x0)− F ′(x0)(x∗ − x0)(13)
+ (I − F ′(x0)A0)F (x0)

]
.
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From the Taylor formula [5], it follows∥∥F (x∗)− F (x0)− F ′(x0)(x∗ − x0)
∥∥ ≤ m

2 ‖x
∗ − x0‖2 , and(14)

‖F (x0)‖ = ‖F (x∗)− F (x0)‖ ≤ b ‖x∗ − x0‖ .(15)

By (14), (15), (3) and (13) it results

‖x1 − x∗‖ ≤ am
2 ‖x

∗ − x0‖2 + ab
∥∥I − F ′(x0)A0

∥∥ ‖x∗ − x0‖ .

From the above relation, denoting by δ1 = am
2 ‖x1 − x∗‖ and taking into ac-

count (6), (7) and (9),

δ1 ≤ δ2
0 + abδ0ρ0 ≤ α2d2 + abαβd2 ≤ αd2.

Hence, by (8) it results that x1 ∈ S and, moreover, (11) holds for k = 1.
The second relation in (2) for k = 0 implies that

(16)
∥∥I − F ′(x1)A1

∥∥ ≤ ∥∥I − F ′(x1)A0
∥∥2
.

The finite increment formula and the first relation in (2) imply∥∥F ′(x1)− F ′(x0)
∥∥ ≤ m ‖x1 − x0‖ ≤ m ‖A0‖ ‖F (x0)‖ .

If we take into account (15) and the above relation, denoting

ρ1 =
∥∥I − F ′(x1)A1

∥∥
we are lead to

(17) ρ1 ≤
(
ρ0 +mb ‖A0‖2 ‖x∗ − x0‖

)2
.

Further, we have

‖A0‖ ≤
∥∥∥F ′(x0)−1

∥∥∥ ∥∥F ′(x0)A0
∥∥ ≤ a(ρ0 + 1) ≤ a(βd+ 1).

Using the above relation, by (17) and (10) it results

ρ1 ≤
[
ρ0 +ma2b(1 + βd) ‖x∗ − x0‖

]2
≤ [ρ0 + 2ab(1 + βd)δ0]2

≤ βd2,

i.e., (12) for k = 1.
Assuming now that (11) and (12) are verified for k = i, i ≥ 1, then, pro-

ceeding as above, one can show that these relations also hold for k = i+ 1.
From (11), taking into account that d < 1, it follows that lim xk = x∗.

Since we have admitted that F ′(x∗) is continuous on D, by (12) it follows that
limAk = F ′(x∗)−1. �

Relations (11) and (12) show us that convergence order of method (2) is at
least 2, i.e., is not smaller than that of the Newton method.
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