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1. INTRODUCTION

The concepts of E-convex set and E-convex function were introduced in
Ref. [5]. For convenience, we remind these definitions.

Definition 1. A set M ⊆ Rn is said to be E-convex if there is a map
E : Rn → Rn such that
(1) (1− λ)E(x) + λE(y) ∈M, for each x, y ∈M and 0 ≤ λ ≤ 1.

Definition 2. A function f : Rn → R is said to be E-convex on a set
M ⊆ Rn if there is a map E : Rn → Rn such that M is an E-convex set
and
(2) f(λE(x) + (1− λ)E(y)) ≤ λf(E(x)) + (1− λ)f(E(y)),
for each x, y ∈M and 0 ≤ λ ≤ 1.

Unfortunately, some of the results obtained in Ref. [5] are incorrect. Indeed,
in Ref. [6] one shows that all the results obtained in Ref [5] on E-convex
programming are incorrect. In this paper we recover these results in the new
hypotheses.

First we remark that, according to Definition 1, each set M ⊆ Rn is E-
convex. Indeed, the empty set is E-convex for any map E : Rn → Rn and, if
M 6= ∅ and m ∈M, then the map E defined by
(3) E(x) = m, for all x ∈ Rn,

satisfies (1), for all x, y ∈M and all 0 ≤ λ ≤ 1.
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Therefore, we shall restrict this concept to the following definition:

Definition 3. Let E : Rn → Rn be a given map. We say that a subset M
of Rn is E−convex if

(4) (1− t)E(x) + tE(y) ∈M,

for all x, y ∈M and all 0 ≤ t ≤ 1.

It is also obvious that, according to Definition 2, each function f : Rn → Rn

is E-convex on each non-empty subset M of Rn. Indeed, let m ∈ M ; then,
the map E : Rn → Rn defined by (3) satisfies (2), for all x, y ∈ M and all
λ ∈ [0, 1] (according to the remark above, the set M is E-convex).

Therefore, we shall also restrict this concept to the following definition:

Definition 4. Let M ⊆ Rn be a non-empty subset of Rn and E : Rn →
Rn be a map. A function f : Rn → R is said to be E-convex on M if M is
E-convex and

(5) f((1− t)E(x) + tE(y)) ≤ (1− t)f(E(x)) + tf(E(y)),

for all x, y ∈M and all 0 ≤ t ≤ 1.

Because, in the following, we use the notion of slack 2-convexity with respect
to a given set (see [3], or [1]) we remind this notion.

Definition 5. Let A and B be two non-empty subsets of Rn. We say
that A is slack 2-convex with respect to B if for each x, y ∈ A

⋂
B and each

t ∈ [0, 1] such that
(1− t)x + ty ∈ B,

we have
(1− t)x + ty ∈ A.

Remark 1. If the set A ⊆ Rn is slack 2-convex with respect to the set
B ⊆ Rn, then the set A

⋂
C is also slack 2-convex with respect to B, for all

sets C ⊆ Rn.

2. E-CONVEX PROGRAMMING

Let E : Rn → Rn be a function and M ⊆ Rn be an E-convex set.
We consider the following E-convex programming problem:

(P)


f(x) → min
gi(x) ≤ 0, i ∈ {1, ...,m}
x ∈M,

where f : Rn → R and gi : Rn → R, i ∈ {1, ...,m}, are E-convex functions.

Theorem 6. The set of the feasible solutions of Problem (P ) , i.e. the set

S = {x ∈M | gi(x) ≤ 0, for all i ∈ {1, ...,m}},
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and the set
SE = S

⋂
E(M)

are slack 2-convex with respect to E(M).

Proof. If we can prove that S is slack 2-convex with respect to E(M) then,
in view of Remark 1, we get that SE is also slack 2-convex with respect to
E(M).

Let x′, x′′ be two elements of S
⋂
E(M) and t ∈ [0, 1] such that

(1− t)x′ + tx′′ ∈ E(M).

Then we have

gi(x′) ≤ 0 and gi(x′′) ≤ 0, for all i ∈ {1, ...,m},

and there are y′, y′′ ∈M such that

x′ = E(y′) and x′′ = E(y′′).

Because of the E-convexity of the set M, we get that

(6) (1− t)x′ + tx′′ = (1− t)E(y′) + tE(y′′) ∈M.

Also, for each i ∈ {1, ...,m}, we obtain

gi((1− t)x′ + tx′′) = gi((1− t)E(y′) + tE(y′′))(7)
≤ (1− t)gi(E(y′)) + tgi(E(y′′))
= (1− t)gi(x′) + tgi(x′′)
≤ 0.

From (6) and (7) we get (1− t)x′ + tx′′ ∈ S. Therefore, in view of Definition
5, the set S is slack 2-convex with respect to E(M). �

Theorem 7. If S ⊆ E(M), then the set S0 of the optimal solutions of
Problem (P ) is slack 2-convex with respect to E(M).

Proof. If S0 is the empty set, then it is slack 2-convex with respect to
E(M). Suppose that it is non-empty and let x′, x′′ ∈ S0

⋂
E(M). Let t ∈

[0, 1] such that
x = (1− t)x′ + tx′′ ∈ E(M).

Applying Theorem 6, we get that x ∈ S. Let f0 = f(x′) = f(x′′). Because
x′, x′′ ∈ E(M), there exist y′, y′′ ∈M such that

x′ = E(y′) and x′′ = E(y′′).
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Because of the E-convexity of the function f, we obtain

f((1− t)x′ + tx′′) =f((1− t)E(y′) + tE(y′′))
≤(1− t)f(E(y′)) + tf(E(y′′))
=(1− t)f(x′) + tf(x′′)
=(1− t)f0 + tf0

=f0.

Therefore x ∈ S0. �

Theorem 8. If S ⊆ E(M) and x0 ∈ intS is a local minimum point of f
with respect to S, then x0 is an optimal solution of Problem (P ).

Proof. As x0 ∈ intS ⊆ E(M) is a local minimum point of f, it results that
there is a real number r > 0, such that

(8) B(x0, r) ⊆ E(M)

and

(9) f(x) ≥ f(x0), for all x ∈ B(x0, r)
⋂
S.

If we suppose that x0 is not an optimal solution of Problem (P), then there
is x∗ ∈ S such that

f(x∗) < f(x0).

Obviously,
||x0 − x∗|| ≥ r.

Let
t = r

2||x0 − x∗||
.

Then

(10) x = (1− t)x0 + tx∗ ∈ B(x0, r),

and (8) implies
x ∈ E(M).

Applying Theorem 6, we obtain

(11) x ∈ S.

On the other hand, the hypothesis S ⊆ E(M) implies that there are y0 ∈M
and y∗ ∈M such that

x0 = E(y0) and x∗ = E(y∗).
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The function f being E-convex, we have
f(x) = f((1− t)E(y0) + tE(y∗))

≤ (1− t)f(E(y0)) + tf(E(y∗))
= (1− t)f(x0) + tf(x∗)
<f(x0).

The last strict inequality and the relations (10) and (11) contradict (9). There-
fore, x0 is an optimal solution of Problem (P). �
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