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IMPROVING COMPLEXITY OF KARMARKAR’S APPROACH

FOR LINEAR PROGRAMMING

DJAMEL BENTERKI∗ and MOUSAAB BOUAFIA†

Abstract. In this paper, we are interested in the performance of Karmarkar’s
projective algorithm for linear programming. Based on the work of Schrijver,
we offer a new displacement step better than Schrijver’s one which led to a
moderate improvement in the behavior of the algorithm shift. We show later

that the algorithm converges after n

1−log(2)+(nr2

10
)

log
(
cten
ε

)
iterations.

This purpose is confirmed by numerical experiments showing the efficiency of
the obtained algorithm, which are presented in the last of paper.
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1. INTRODUCTION

Karmarkar’s algorithm for solving linear optimization problems [1] is the
first truly efficient algorithm that solves these problems in polynomial time.
The ellipsoid method also works in polynomial time, but it is ineffective in
practice. Using a potential function shows that the Karmarkar’s algorithm
converges after a number O (nq + n log n) iterations for a displacement step
αK = 1

4 . Since then, many researchers are interested in this algorithm in
order to more improve its numerical behavior. The two covered basic elements
covered are the direction of displacement that dominates the cost computation
at each iteration and the displacement step which plays an important role in
the speed of convergence. Indeed, by changing the analytical form of the
potential function, Padberg [2] was able to reduce the number of iterations
to O (nq) for a displacement step αP = 1

2 . For its part, Schrijver [7], keeping
the same Karmarkar’s potential function has been shown that the algorithm

converges after n
1−log(2) log

(
cten
ε

)
iterations for a displacement step αS = 1

1+nr .
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Our work falls within this framework, where drawing works of Karmarkar [1]
and Shrijver [7], we propose a new displacement step to improve the numerical
behavior of the algorithm of Karmarkar.

The paper is organized as follows. In Section 2, we present the linear pro-
gram treated by Karmarkar. Section 3 is the main objective of our work. At
first, we propose a new displacement step and then we show that it is better
than that of Schrijver. On the other hand, we give an improved polynomial
convergence result compared to the Schrijver’s one. In Section 4, we present
some computational results. Finally, a conclusion is provided in Section 5.

2. LINEAR PROGRAMMING PROBLEM TREATED BY KARMARKAR

In his article [1], Karmarkar treats the linear programming problem in the
following reduced form:

(PK)


min ctx = z∗ = 0

Ax = 0

x ∈ Sn =
{
x ∈ Rn+ , etnx = 1

}
,

where c ∈ Rn, A ∈ Rm×n is a matrix of full rank (rank (A) = m < n ) and

en = (1, 1, ...., 1)t ∈ Rn.
The vector x0 = en

n ∈ Sn, is the center of the simplex Sn.

2.1. Karmarkar’s Transformation on Sn. The Karmarkar’s transformation
is defined at each iteration by:

Tk : Sn −→ Sn

x 7→ y = Tk (x) =
D−1

k x

etnD
−1
k x

such that Dk = diag
(
xk
)

is the n × n diagonal matrix with the components

of xk as the diagonal entries.
Similarly, the transformation Tk is invertible and we have:

x = T−1
k (y) =

Dky

etnDky
.

The transformed problem of (PK) by the transformation Tk is the linear
programming problem:

(PKT )


min (Dkc)

t y

ADky = 0

y ∈ Sn =
{
y ∈ Rn+ : etny = 1

}
,
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which can be written as:

(PKT )


min (Dkc)

t y[
ADk

etn

]
y =

[
0
1

]
y ≥ 0.

The transformed problem (PKT ) is placed in the reduced form of Kar-
markar, and the transformation Tk can bring the iterated point xk in the
center of the simplex Sn, i.e., Tk

(
xk
)

= en
n .

Before applying the optimality conditions, Karmarkar [1] relaxes the prob-
lem (PKT ) by replacing the condition y ≥ 0 by the sphere s

(
en
n , αr

)
, (it is

easily shown in [2] that if y ∈ s
(
en
n , αr

)
then y ≥ 0) with r = 1√

n(n−1)
and

0 < α < 1.
The problem (PKT ) becomes:

(PKT )r


min (Dkc)

t y[
ADk

etn

]
y =

[
0
1

]
∥∥y − en

n

∥∥2 ≤ (αr )2 .

Using the optimality conditions, the optimal solution of the problem (PKT )r
is given by:

y =
en
n
− αrdk,

where dk = Pk
‖Pk‖ , such that Pk is the projection of the vector Dkc on the kernel

of the constraint matrix ADk.
Returning by the inverse transform T−1

k , a feasible solution xk+1 is obtained

of the original problem (PK) such that xk+1 = T−1
k

(
yk
)

= Dky
k

etnDkyk
.

Remark 1. Initially, Karmarkar has taken the displacement step α between
0 and 1. This ensures that all iterates remain inside the simplex and show the
polynomial convergence of the algorithm. In numerical terms, it appears that
more the displacement step α is large more the algorithm converges faster.
For this reason, several researchers suggest to use variable displacement step
through the line search method. Unfortunately, the procedure is expensive
and there are no convergence results. Our aim is to improve the theoretical
results given by Karmarkar, by using short step that depend on the size of
the considered problem. This idea is inspired by the work of R. Naseri &
A. Valinejad [5] and Schrijver [7]. For the moment, we give the polynomial
convergence theorem of Karmarkar’s algorithm. �
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2.2. Convergence of Karmarkar’s algorithm. To study the polynomial
convergence of the algorithm, Karmarkar used (in case z∗ = 0) the following
potential function:

f(x) = n log ctx−
n∑
i=1

log xi

defined on the set

Dx =
{
x ∈ Rn : x > 0, Ax = 0, etnx = 1

}
.

Theorem 2 (Karmarkar’s convergence theorem). [1]
If 0 < αK ≤ 1

4 , then starting from x0 = en
n , after O(nq+ n log n)

iterations, the algorithm finds a feasible point x∗ such that:
(1) ctx∗ = 0
or
(2) ctx∗

ctx0
≤ 2−q, where q is a fixed precision.

Remark 3. In his work, Padberg [2] was able to improve the convergence
of the classical algorithm of Karmarkar by replacing Karmarkar’s potential
function as follows:

h(x) = ctx(
n∏
i=1

xi

) 1
n

defined on the set

Dx =
{
x ∈ Rn : x > 0, Ax = 0, etnx = 1

}
and showed that for a displacement step αP = 1

2 , the algorithm converges
after O (nq) iterations. In the same direction regardless of Padberg, Schrijver
[7] has shown that for a displacement step αS = 1

1+nr , the algorithm converges

after n
1−log 2 log cten

ε iterations. �

In the next section, we propose a new value of displacement step αB better
than Schrijver’s one, whose aim is to improve further the speed of convergence
of Karmarkar’s algorithm.

3. IMPROVING CONVERGENCE OF KARMARKAR’S ALGORITHM

In this section, we propose a new displacement step αB better than the one
which was introduced by Schrijver, in order to reduce the number of iterations
and accelerate the convergence of Karmarkar’s algorithm and then, we give the
corresponding results of the algorithm’s complexity. Before that, we present
some lemmas below, in order to help the reader to understand the results that
we have established.

Lemma 4. [6] Let ψn be a function defined by:

ψn : ]−1,+∞[n → R+



5 Improving complexity of Karmarkar’s approach 163

x 7→ ψn(x) = etnx−
n∑
i=1

log (1 + xi)

then for ‖x‖ < 1 we have:

ψ1 (−‖x‖) ≥ ψn (−x) .

Lemma 5. [6] If x ∈ Dx then:

ctx ≤ exp
(f(x)

n

)
where f is the Karmarkar’s potential function.

More Generally, Keraghel [2] showed the following Lemma:

Lemma 6. [2] Let xk be the k − th iterate of Karmarkar’s algorithm, then:

ctxk

ctx0
≤
(

exp
[
f(xk)− f(x0)

]) 1
n
,

where
x0 = en

n .

Lemma 7. [6] At each iteration k, the potential function decreases from the
following quantity:

f(xk+1)− f(xk) = −∆,

such that:

xk+1 = T−1
k (yk) and ∆ = n log

ctDken
ctDkyk

+
n∑
i=1

log yki

Lemma 8. [6] If 0 < α < 1
nr then:

∆ ≥ αn2r2 + nψ1

(
−α r

R

)
− ψ1(−αnr),

where R =
√

n−1
n

Based on the previous lemmas, we present the following results.

Lemma 9. For αB = 5+nr2

5+(5+nr2)nr
and αS = 1

1+nr , we have:

a) αB > αS ,
b) ψ1

(
−αBnr2

)
> 1

5αBn
2r4,

c) ∆ ≥ ψ1

(
1
5nr

(
5 + nr2

))
.

Proof. a) Since 5 + nr2 > 5, then(
5 + nr2

)
(1 + nr) > 5 +

(
5 + nr2

)
nr ⇔ (5+nr2)

5+(5+nr2)nr
> 1

1+nr

which gives:
αB > αS .

b) By definition, we have:

ψ1

(
−αBnr2

)
= −αBnr2 − log

(
1− αBnr2

)
,
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Since log(1− x) < −x− x2

2 for 0 < x < 1 then:

ψ1

(
−αBnr2

)
> −αBnr2 + αBnr

2 +
α2
Bn

2r4

2

> αBn
2r4

2 αS >
1
5αBn

2r4

because:

αS = 1
1+nr ≥

1
1+
√

2
> 2

5

so:

ψ1

(
−αBnr2

)
> 1

5αBn
2r4.

c) By Lemma 8 and since 1
R = nr we have:

∆ ≥ αn2r2 + nψ1

(
−αnr2

)
− ψ1 (−αnr) , with 0 < α < 1

nr ,

for α = αB = 5+nr2

5+(5+nr2)nr
and by b) we get:

∆ > αBn
2r2 + n

(
1
5αBn

2r4
)
− ψ1 (−αBnr)

> αBn
2r2 + 1

5nr
2
(
αBn

2r2
)

+ αBnr + log (1− αBnr)
>
(
n2r2 + 1

5nr
2
(
n2r2

)
+ nr

)
αB + log (1− αBnr)

> 1
5

(
5n2r2 + nr2

(
n2r2

)
+ 5nr

)
5+nr2

5+(5+nr2)nr
+ log

(
1− 5+nr2

5+(5+nr2)nr
nr
)

> 1
5nr

(
5nr + nr2 (nr) + 5

)
5+nr2

5+(5+nr2)nr
+ log

(
1− 5+nr2

5+(5+nr2)nr
nr
)

> 1
5nr

(
(5 + nr2) (nr) + 5

)
5+nr2

5+(5+nr2)nr
+ log

(
5

5+(5+nr2)nr

)
> 1

5nr
(
5 + nr2

)
+ log

(
5

5+(5+nr2)nr

)
> 1

5nr
(
5 + nr2

)
+ log

(
1

1+(5+nr2)nr
5

)
> 1

5nr
(
5 + nr2

)
− log(1 + 1

5nr
(
5 + nr2

)
) = ψ1

(
1
5nr

(
5 + nr2

))
Hence:

∆ > ψ1

(
1
5nr

(
5 + nr2

))
.

�

Remark 10. It is easily shown that ψ1 is increasing on [0,+∞[ and in
particular:

ψ1

(
1
5nr

(
5 + nr2

))
≥ ψ1 (nr) ≥ ψ1 (1) = 1− log (2) . �

3.1. Improved displacement step. Recall that for αS = 1
1+nr , Schrijver [7]

showed that the algorithm converges after n
1−log(2) log

(
cten
ε

)
iterations.

In this section, based on the previous Lemmas, we show in the following
theorem that the new displacement step αB reduces the number of iterations
required for the convergence of Karmarkar’s algorithm.
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Theorem 11. If

αB = 5+nr2

5+(5+nr2)nr
,

then Karmarkar’s algorithm converges after

n

1−log(2)+(nr2

10
)

log
(
cten
ε

)
iterations.

Proof. By Lemma 9 c) we have:

∆ > ψ1

(
1
5nr

(
5 + nr2

))
= ψ1

(
nr + nr

5 nr
2
)
> ψ1

(
1 + 1

5nr
2
)

,

such as nr > 1 and ψ1 is increasing, then

(3.1) ∆ > ψ1

(
1 + 1

5nr
2
)
,

and since log(1 + x) ≤ x, we have:

ψ1

(
1 + 1

5nr
2
)
− ψ1(1) > nr2

10 .

So from (3.1), we get:

(3.2) ∆ > ψ1(1) + nr2

10

Also from Lemma 7, we have:

f(xk)− f(xk−1) = −∆, ∀k ∈ N∗,
using (3.2) we get:

f(xi)− f(xi−1) < −
(
ψ1(1) + nr2

10

)
,

accordingly:

k∑
i=1

(f(xi)− f(xi−1)) < −
k∑
i=1

(
ψ1(1) + nr2

10

)
,

which gives:

f(xk)− f(x0) < −k
(
ψ1(1) + nr2

10

)
, where x0 = en

n ,

then:
f(xk) < −k

(
ψ1(1) + nr2

10

)
+ f(x0),

such that:

f(x0) = f( enn ) = n log ct enn −
n∑
i=1

log 1
n = n log cten,

so:

(3.3) f(xk)
n <

−k
(
ψ1(1)+

nr2

10

)
+n log cten

n ,

by Lemma 5 and (3.3), we have:

ctxk < exp
(−k(ψ1(1)+

nr2

10

)
+n log cten

n

)
.
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Recall that the algorithm converges when ctxk is less than ε (ε > 0 small
enough). So, it returns to search k which satisfies:

exp
(−k(ψ1(1) + nr2

10

)
+ n log cten

n

)
< ε,

which can be done:

(3.4) k > n

1−log 2+nr2

10

log cten
ε .

Finally ctxk ≤ ε when k satisfies the inequality (3.4), hence the result. �

Remark 12. The previous Theorem 11 gives a displacement step αB grea-
ter than the displacement step αS of Schrijver which improve the practical
behavior of the algorithm and the theoretical performance results, in the sense
that the number of iterations given in this theorem is less than the number of
iterations given by Schrijver. �

4. NUMERICAL EXPERIMENTS

In this part, we present a comparative tests on different numerical examples
of linear programming problem taken from the literature [3]. We tested the
Ye-Lustig’s approach of Karmarkar’s algorithm (case z∗ is unknown) using
differently two alternatives, once the displacement step αS of (Schrijver) and
again the displacement step αB of (Bouafia & Benterki). The precision ε is
taken between 10−4 and 10−6.

In each case, k denotes the number of iterations required for the optimality.

Example (m,n)
Number of iterations

αS Schrijver

Number of iterations

αB Bouafia & Benterki

1 (3, 4) k = 18 k = 17

2 (3, 5) k = 26 k = 25

3 (4, 7) k = 36 k = 35

4 (5, 9) k = 47 k = 46

5 (5, 11) k = 46 k = 46

6 (6, 12) k = 48 k = 47

7 (16, 26) k = 71 k = 70

Table 1. Comparative table

5. CONCLUSION

This study shows that the new displacement step αB has introduced an
improvement in the polynomial convergence results, and a small reduction in
the number of iterations.

Note that when the dimension of the problem becomes important, the dis-
placement step αB and αS converge to 1

2 . It will probably be interesting to
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focus much more on the analytical form of the potential function while pre-
serving all of its good properties, in order to obtain a best complexity results.
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Appliquées, 46 (2001) No. 1, pp. 87–96.

[4] I.J. Lustig, A practical approach to Karmarkar’s algorithm, Technical report sol 85-5
Systems optimization laboratory; Dept. of operations research. Stanford. Univ.; Stan-
ford California 94305, 1985.

[5] R. Naseri and A. Valinejad, An extended variant of Karmarkar’s interior point

algorithm, Applied Mathematics and Computation 184 (2007), pp. 737–742.
[6] C. Roos, T. Terlaki and J. Vial, Optimization Theory and Algorithm for Linear

Programming Optimization, Princeton University, 2001.
[7] A. Schrijver, Theory of linear and integer programming, John Wiley & Sons, New

York, 1986.

Received by the editors: November 2, 2014.

Published online: January 23, 2015.

http://dx.doi.org/10.1007/BF02579150
http://dx.doi.org/10.1007/BF02579150
http://www.imsar.ro/html/journals.html
http://www.imsar.ro/html/journals.html
http://www.imsar.ro/html/journals.html
http://dx.doi.org/10.1016/j.amc.2006.05.196
http://dx.doi.org/10.1016/j.amc.2006.05.196

	1. Introduction
	2. Linear programming problem treated by Karmarkar
	2.1. Karmarkar's Transformation on Sn
	2.2. Convergence of Karmarkar's algorithm

	3. Improving convergence of Karmarkar's algorithm
	3.1. Improved displacement step

	4. Numerical experiments
	5. Conclusion
	References

