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ON THE CONVERGENCE OF SOME QUASI-NEWTON ITERATES
STUDIED BY I. PĂVĂLOIU

EMIL CĂTINAŞ∗

Dedicated to prof. I. Păvăloiu on the occasion of his 75th anniversary

Abstract. I. Păvăloiu has considered a Banach space X and the problem
x = λD (x) + y (D : X → X, λ ∈ R, y ∈ X given)

written in the equivalent form F (x) := x − λD (x) − y = 0 and solved by the
general quasi-Newton method

xk+1 = xk −A (xk) [xk − λD (xk)− y] , k = 0, 1, . . .
Semilocal convergence results were obtained, ensuring linear convergence of

this method. Further results were obtained for the iterates:
xk+1 = xk − [I + λD′ (xk)] [xk − λD (xk)− y] , k = 0, 1, . . .

In this note, we analyze the local convergence of these iterates, and, using the
Ostrowski local attraction theorem, we give some sufficient conditions such that
the iterates converge locally either linearly or with higher convergence orders.
The local convergence results require fewer differentiability assumptions for D.
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1. INTRODUCTION

In [6], Păvăloiu has considered a Banach space (X, ‖·‖), a nonlinear mapping
D : X → X, a parameter λ ∈ R, an element y ∈ X and the equation (arising
from certain integral equations)
(1) x = λD (x) + y,

solved by the following iterations:
(2) xk+1 = xk −A (xk) [xk − λD (xk)− y] , k = 0, 1, . . . , x0 ∈ E ⊆ X,
where A(x) : E → E is a linear continuous mapping (i.e., A(x) ∈ L(X)), for
each x ∈ E.

Denoting
(3) F (x) = x− λD(x)− y,
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the above iterations can be written as

xk+1 = xk −A (xk)F (xk), k = 0, 1, . . . ;

in a subsequent paper, Păvăloiu [7] has analyzed the above iterations for ge-
neral mappings F , not necessarily given by (3).

The following semilocal convergence results were obtained.

Theorem 1. [6] If the mappings D and A (x) , the initial approximation x0
and the real number r > 0 satisfy the following conditions:

i. the mapping D admits Fréchet derivatives of order one and two on the
ball S = S (x0, r) ;

ii. ‖A (x)‖ ≤ β, for each x ∈ S, and some β > 0;
iii. ‖I − F ′ (x)A (x)‖ ≤ α, for each x ∈ S, and some α > 0;
iv. ‖D′′ (x)‖ ≤M/ |λ| , for each x ∈ S, and some M > 0;
v. βρ0

1−d0
≤ r, where ρ0 = ‖F (x0)‖ , d0 = Mβ2ρ0

2 + α;
vi. d0 < 1,

then the sequence (xk)k≥0 given by (2) converges: x∗ = limk→∞ xk, with
F (x∗) = 0. The following estimations hold:

‖x∗ − xk‖ ≤
βdk0ρ0
1− d0

, k = 0, 1, . . .

When ‖λD′(x)‖ < 1, it is known that the operator I−λD′ (x) is invertible,
with

(
I − λD′(x)

)−1 = I + λD′(x) + λ2D′(x)2 + . . . Păvăloiu has considered
the operator A(x) as being given by the first two terms of this expansion,
obtaining the following iterates

(4) xk+1 = xk −
(
I + λD′(xk)

)
[xk − λD (xk)− y] , k = 0, 1, . . . ,

and the following result.

Theorem 2. [6] If the mapping D, the initial approximation x0 and the
real number r > 0 satisfy the following assumptions:

i. the mapping D admits Fréchet derivatives of order one and two for
each x ∈ S = S (x0, r) ;

ii. ‖D′ (x)‖ ≤ b, for each x ∈ S;
iii. ‖D′′ (x)‖ ≤M/ |λ| , for each x ∈ S;
iv. 2−Mρ0 > 0, where ρ0 = ‖x0 − λD (x0)− y‖ ;
v. ρ0(1+|λ|b)

1−d0
≤ r, where d0 = M (1+|λ|b)2

2 ρ0 + λ2b2;
vi. |λ| ≤ 2−Mρ0

b(2+Mρ0) ,

then the sequence given by (4) converges to a solution x∗ of equation (1) and
the following estimates hold:

‖x∗ − xk‖ ≤
(1 + |λ| b) dk0ρ0

1− d0
, k = 0, 1, . . .



40 Emil Cătinaş 3

Remark 3. We note that the assumptions of the above results require the
existence of the second derivative of D, and also that the smaller d0 (i.e., the
smaller |λ|, b,M and ρ0), the faster is the convergence of sequence (4). �

2. LOCAL CONVERGENCE

In order to analyze the local convergence of the considered iterates, we
shall use the Ostrowski local attraction theorem, which offers sharp general
conditions ensuring the local convergence. We shall consider for simplicity
that X = Rn, with ‖ · ‖ an arbitrary given norm, though the results hold in
Banach spaces (see, e.g., [5, NR 10.1-3.]).

Theorem 4 (Ostrowski local attraction theorem). [5, Th. 10.1.3] Suppose
that G : Ω ⊂ Rn → Rn has a fixed point x∗ ∈ int(Ω) and is differentiable at
x∗. If the spectral radius of G′(x∗) satisfies

ρ(G′(x∗)) = σ < 1,

then x∗ is a point of attraction of the successive approximations xk+1 = G(xk),
k ≥ 0, i.e., there exists an open neighborhood V ⊆ Ω of x∗ such that ∀x0 ∈ V ,
the successive approximations given above all lie in Ω and converge to x∗.

Remark 5. The classical book of Ortega and Rheinboldt also contains
completions to this result (see [5, Ch. 10]), in the sense that the spectral radius
σ yields the “worst” (r-)convergence factor among the sequences converging
to the fixed point: when σ 6= 0, the convergence of the (whole) process is not
faster than linear (though, theoretically, there may exist sequences converging
at least r-superlinearly), while when σ = 0, all the sequences converge at least
r-superlinearly. This result was refined by us in [1], where we have shown that
xk → x∗ q-superlinearly iff G′(x∗) has a zero eigenvalue and, starting from
a certain step, x∗ − xk are corresponding eigenvectors. This implies that no
q-superlinear convergence may occur when G′(x∗) has no zero eigenvalue. �

The above result can be applied to method (2) if we notice that the deriv-
ative of x − A(x)F (x) has a simple form at the fixed point x∗, the following
auxiliary result being similar to (Lemma) 10.2.1 in [5].

Lemma 6. Suppose that F : Ω ⊂ Rn → Rn is differentiable at a point
x∗ ∈ int(Ω) for which F (x∗) = 0. Let A : Ω0 → L(Rn) be defined on an
open neighborhood Ω0 ⊆ Ω of x∗ and continuous at x∗. Then the mapping
G : S → Rn,

G(x) = x−A(x)F (x)

is differentiable at x∗ and

G′(x∗) = I −A(x∗)F ′(x∗).
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Proof. The proof is elementary:
‖G(x)−G(x∗)− [I −A(x∗)F ′(x∗)](x− x∗)‖ =
= ‖(A(x)−A(x∗))F (x) +A(x∗)[F (x)− F (x∗)− F ′(x∗)(x− x∗)]‖
= o(‖x− x∗‖), as x→ x∗. �

Now we can state the main results of this note. First, consider iterations
(2).

Theorem 7. Let D : Rn → Rn, y ∈ Rn, λ ∈ R, x∗ a solution of F (x) :=
x− λD(x)− y = 0, and the mapping A is defined on an open neighborhood E
of x∗, A : E → L(Rn). If D is differentiable at x∗, A is continuous at x∗ and

ρ
(
I −A(x∗)(I − λD′(x∗)

)
< 1

then x∗ is a point of attraction for the method (2).

The proof is an immediate application of Lemma 6 and Theorem 4.
The conditions are much simpler for the case of the second method.

Theorem 8. Let D : Rn → Rn, y ∈ Rn, λ ∈ R, x∗ a solution of F (x) :=
x−λD(x)−y = 0. If the mapping D is differentiable on an open neighborhood
of x∗, with D′ continuous at x∗, and

|λ|ρ
(
D′(x∗)

)
< 1

then x∗ is a point of attraction for the method (4).

Proof. By Lemma 6 we get
G′(x∗) = I −

(
I + λD′(x∗)

)
(I − λD′(x∗)

)
= λ2D′(x∗)2,

whence, by Theorem 4, the conclusion follows. �

The same observations as in Remark 5 apply.
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