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We are concerned with stable spectral collocation solutions to non-periodic Benjamin Bona

Mahony (BBM), modified BBM and Benjamin Bona Mahony-Burgers (BBM-B) initial value

problems on the real axis. The spectral collocation is based alternatively on the scaled Her-

mite and sinc functions. In order to march in time we use several one step and linear multi-

step finite difference schemes such that the method of lines (MoL) involved is stable in sense

of Lax. The method based on Hermite functions ensures the correct behavior of the solutions

at large spatial distances and in long time periods. In order to prove the stability we use the

pseudospectra of the linearized spatial discretization operators. The extent at which the en-

ergy integral of BBM model is conserved over time is analyzed for Hermite collocation along

with various finite difference schemes. This analysis has been fairly useful in optimizing the

scaling parameter. The effectiveness of our approach has been confirmed by some numerical

experiments.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

The purpose of this paper is the analysis and practical development of the method of lines (MoL for short) based on spectral

collocation and various finite difference schemes as an efficient tool to solve Cauchy’s problem attached to a class of Benjamin

Bona Mahony (BBM for short) equations. The most representative equation reads

ut + ux − αuxx + un ux − uxxt = 0, 0 ≤ α ≤ 1, n ∈ N, (1)

whose solution u(x, t) is considered in a class of non-periodic functions defined on −∞ < x < +∞ and t ≥ 0.

For α = 0 and n = 1 Eq. (1) is called Benjamin Bona Mahony or the regularized long-wave equation. It has been introduced

by the above mentioned mathematicians in the early ’70 (see [1]) as a counterpart of the well known Korteweg-de Vries (KdV)

equation

ut + ux + u ux + uxxx = 0. (2)

When α = 0 and n > 1 Eq. (1) will be called modified BBM equation and for α > 0 and n = 1 we will refer at (1) as to the Benjamin

Bona Mahony-Burgers (BBM-B for short) one.

In (1), as well as in the formulation of (2), u = u(x, t) represents the vertical displacement of the surface of the liquid (ideal

fluid) from its equilibrium position, t is the time and x is the horizontal coordinate which increases in the direction of waves
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propagation. Both equations are in dimensionless form with the length scale taken to be the unperturbed depth h of the liquid

and time scale be (h/g)1/2; g is the gravity constant.

The authors of [1] compare in various ways their regularized long-wave equation with KdV and argue that the latter has some

shortcomings which makes that an unsuitable posed model for long waves (see also [2]). We do not want to get involved into the

details of this debate but we observe that the BBM model has received less attention from numerical point of view than the KdV

one.

One of the purposes of this work is to try to fill this gap providing reasonable numerical wave solutions without an artificial

(empirical) truncation of the domain or periodicity assumptions.

For a model equation for long waves, periodic solutions have been obtained in the early era of modern computational math-

ematics by Galerkin method in [19]. On a finite interval, an initial-(Dirichlet) boundary value problem attached to BBM has been

solved by the Galerkin method in [13] and by a Crank–Nicolson-type finite difference method in [14].

A kind of Hermite spectral method has been used in [11] in order to solve KdV, a modified KdV and the nonlinear Schroedinger

equations. The so called KdV solitons of Boyd have been detected this way. However, in [3] it is observed that the Hermite func-

tions are the exact eigenfunctions of quantum mechanics harmonic oscillator and are the asymptotic eigenfunctions for Mathieu’s

equation, the prolate spheroidal wave equation, the associated Legendre equation, and Laplace’s Tidal equation. This close con-

nection with the physics makes Hermite functions a fairly natural choice of basis functions for various fields of science and

engineering.

In a recent laborious study [4] the authors extend the framework of the finite volume methods to dispersive water wave

models, in particular to Boussinesq type systems.

In this context, we focus in this paper on the mathematical aspects of the spectral collocation methods, mainly based on

Hermite functions, as an efficient tool in modeling the dispersion of long waves. Along with some implicit time schemes, the in-

volved MoL, accurately conserves a quadratic invariant of the flow and resolves correctly the asymptotic behavior of the solutions

at large distances.

Specifically, we will be concerned in the first instance with Cauchy’s problem{
ut + ux + u ux − uxxt = 0, −∞ < x < +∞, t ≥ 0,

u(x, 0) = g(x),
(3)

where the initial data g(x) satisfies the conditions

1. g ∈ W 1
2
(R) ∩ C2(R),

2.
∫ ∞
−∞ (g2 + g2

x)dx := E0 < ∞.

Then the problem (3) has a solution u ∈ C2,∞∞ . At any t ∈ [0,∞) the solution u and its derivative ux along with all their deriva-

tives with respect to t are asymptotically null i.e.,

u, ux, ut , uxt , . . . → 0 as x → ±∞. (4)

Additionally, E0 is conserved over time, i.e., E(u) = E0 where

E(u) :=
∫ ∞

−∞

(
u2 + u2

x

)
dx. (5)

With respect to the first condition on the initial data g, the authors of [1] observe that in fact an element g of L2(R) ∩ C1(R) and

its first derivative gx, both converge to 0 at ± ∞. The functional E introduced with (5) is called energy integral although it is not

necessarily identifiable with the energy in the original physical problems.

In order to describe the smoothness of solution the authors quoted above introduce the space CT of continuous functions

u(x, t) on R × [0, T) equipped with the maximum norm and its subspace Cl,m
T

of functions u such that ∂ i
x∂

l
t u ∈ CT for 0 ≤ i ≤ l

and 0 ≤ j ≤ m equipped with the subsequent norm. The space W 1
2 (R) is the usual Sobolev space of L2 functions over R with

generalized first derivative which is also L2 function.

We will heavily rely on this analytical result. Moreover this fundamental result on the existence, uniqueness and asymptotic

behavior of non-periodic solutions to (3) has suggested a collocation approach of the spatial dependence using Hermite (HC for

short) as well as sinc functions (SC for short). In this context fairly accurate differentiation matrices corresponding to these

functions are needed. They are available in [5] and in the seminal paper [20].

Actually, the HC method is used in the same spirit in which the Laguerre collocation (LC) has been successfully used in our

previous papers [6] and [7]. With LC, as well as with HC, we avoid the frequently used empirical treatment of boundary value

problems defined on the infinite domains based on the arbitrary truncation of the domain.

In order to march in time we have used gradually one step explicit methods such as Runge–Kutta (RK) methods of orders 2,

3 and 4, and linear multistep methods such as Adams–Bashforth (AB for short), Adams–Moulton (AM for short) and leap frog

schemes. The regions of stability of all these finite differences formulas along with the spectral properties of Hermite and sinc

differentiation matrices of moderate orders N, i.e., 64 ≤ N ≤ 128 have assured the numerical stability of MoL. The necessary and

sufficient conditions of Lax-stability formulated in [9] and [16] have been rigorously observed.

A particular attention is paid to the conservation of energy integral over time. The time marching schemes as well as the

spatial collocation schemes are evaluated with respect to this aspect. More precisely, the scaling parameter involved in the HC

has been adjusted in order to optimize the conservation of this invariant. Meantime this scaling factor has also been chosen in
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order to enlarge the spatial interval of integration. This way we have succeeded in capturing the evolution of the initial front on

fairly long time intervals. Some differences between HC and SC methods have been noticed in this context.

The paper is organized as follows. In Section 2 we solve the BBM problem as well as a modified BBM problem by Hermite

and sinc spectral collocation methods along with the Runge–Kutta method of order 4. Then we show the stability of this MoL as

well as of the MoL based on the other finite difference schemes mentioned above. The last section is devoted to the conservation

of the energy invariant. As we do not have a general rule to establish a correct value of the scaling parameter, this conservation

process is in fact the key in its optimal choosing. The Section 3 parallelizes, up to some point, the previous one corresponding

to the BBM-B problem. Actually, in both sections the normality of the differentiation matrices as well as of the linearized spatial

discretization operators have been quantified using a scalar measure, i.e., the Henrici’s number and their pseudospectra. Then

we make use of Trefethen’s rule of thumb, which states: an MoL is stable if the eigenvalues of the (linearized) spatial discretization

operator, scaled by �t, lie in the stability region of the time-discretization operator (see [18], p. 103 and [10]). Fortunately, the

matrices involved in the problems at hand are not far from normal and thus this rule makes accurate predictions. In some way

the rule can be thought of as an analogue of the well known CFL condition. Section 4 reviews our main results.

2. The MoL for BBM initial value problem

In order to solve problem (3) we rewrite the differential equation in the following convenient form(
1 − ∂2

x

)
ut = −∂x

(
u + 1

2
u2

)
. (6)

2.1. The HC method

The interpolant of a map f : R → R reads

pN−1(x) :=
N∑

j=1

e−x2/2

e−x2
j
/2

φ j(x) f j, f j := f (x j) (7)

where

φ j(x) := HN(x)

H′
N
(x j)(x − x j)

.

HN(x) is the Hermite polynomial of degree N defined by the three term recurrence formula

Hn+1(x) := (x − αn)Hn(x) − β2
n+1Hn−1(x), n = 0, 1, 2, . . . ,

with

H0(x) = 1, H−1(x) = 0, αn = 0, βn = 1/2n.

The nodes x1, . . . , xN are the roots of HN(x) indexed in the ascending order. The Hermite differentiation matrices will be denoted

by D
(l)
H

for l = 1, 2, . . . . They are provided along with the above roots by the MATLAB code herdif from [20]. Actually, we work

with the scaled roots x1/b, . . . , xN/b and consequently the differentiation matrices correspond to these scaled nodes. The Hermite

differentiation process is exact for functions of the form

e−x2b2/2 p(x),

where p(x) is a polynomial of degree N − 1 or less, assuming exact arithmetic. The scaling factor b will be exploited in our numer-

ical experiments in some respects.

However, the rate of convergence theory for Hermite functions is now well established for a fixed (N independent) scale

factor b (see [3], Section 17.4 “Hermite functions”). This rate depends not only on the location of singularities, as it is true for all

spectral expansions, but also upon the rate at which a given function f (x) decays as |x| → ∞.

The MoL applied to problem (3) along with HC means to approximate the solution u(x, t) of this problem (using the form (6))

with

uN,b(x, t) :=
N∑

j=1

e−x2/2

e−x2
j
/2

φ j(x)Uj(t). (8)

Thus, the conditions (4) are satisfied and the problem is transformed into Cauchy’s problem for the following system of ODE{(
I − D(2)

H

)
Ut = −D(1)

H

(
U + 1

2
U.2

)
, t ∈ [0, T ],

U(0) = g(X),
(9)

where I is the unit matrix of order N, X := (x1/b . . . xN/b)
T

and

U(t) := (U1(t), . . . ,UN(t))
T
.
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Table 1

Conditioning and normality properties of the Hermite and sinc differentiation matrices when

N = 128 and b = 1/3 for HC and h = 0.01 for SC.

Matrices D(1) D(2) L

Method Hermite sinc Hermite sinc Hermite sinc

Conditioning 9.44e+01 6.29e+01 6.35e+03 4.09e+03 4.67e+01 7.78e+02

Henrici 1.39e-01 0 2.94e-02 0 2.27e-02 8.69e-01
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Fig. 1. The pseudospectra of LH overlapped with the stability region for RK3 when N = 64 and a) scaling factor b = 1/3 and b) scaling factor b = 5.

The “mass” matrix I − D
(2)
H

is nonsingular and independent of t and U, so this system is fairly amenable to be solved by some

odebuilt-in functions of MATLAB. The period character (.) in the r. h. s. of the semidiscretized problem (9) signifies the array

power of vector U.

In order to assert the Lax stability of this MoL we have to analyze the linearized spatial discretization operator attached to (9).

This is in fact the matrix

LH := −D(1)
H

(
I − D(2)

H

)−1

. (10)

The Frobenius norm conditioning and Henrici’s number of the matrices D
(1)
H

, D
(2)
H

and LH are displayed in Table 1.

Remember that for a square matrix A Henrici’s number is defined by

Hen(A) := (‖AA∗ − A∗A‖1/2)/‖A‖,

where ‖·‖ stands for the Frobenius norm of A and A∗ is the conjugate transpose of A. Thus a matrix is normal iff AA∗ − A∗A = 0

and 0 ≤ Hen(A) ≤ 4
√

2 ( see for instance our contribution [8]).

The sinc differentiation matrices are symmetric or skew-symmetric for even respectively odd values of the cut off parameter

N. The Hermite differentiation matrices look worse from this point of view but are still closed to the normality.

The ε-pseudospectra of LH are depicted in Fig. 1 for two values of scaling parameter. The eigenvalues of LH lie on the right

hand side boundary of the stability region of RK3. For b = 1/3 the operator LH is almost normal. This statement is based on its

pseudospectrum from Fig. 1 (a) and its Henrici’s number (the bold value in Table 1). Even for a larger value of scaling factor, i.e.

b = 5 half of the largest contour of the pseudospectrum, i.e., corresponding to ε = 0.1, is situated inside the stability region and

the other half lies within a distance of order O(ε) + O(�t) for “small” ε and �t approaching 0.

This is the first reason in working with b < 1.

In accordance with the above quoted Trefethen’s rule of thumb, this assures the numerical stability of MoL based on RK3 and

HC.

A similar and even better situation occurs when instead of RK3 a higher order method, namely RK4 is used. Fairly clear and

explicit figures concerning the stability regions corresponding to various RK, AB and AM methods are available for instance in

[15] p.215.

The solution to BBM (3) when g(x) := exp (−x2/2) is depicted in Fig. 2. The scaling factor has been chosen equal to 1/3. In this

way we enlarge the span of evolution of initial data. A second reason for a scaling factor less than unity.

In order to implement the Runge–Kutta method we have used the MATLAB built-in function ode45. In spite of the large

integration time no floating point overflow has been observed. The whole computation involves some seconds and 284 time

steps on our HP xw8400 workstation with clock speed of 3.2 Ghz.

The evolution of the time steps length is illustrated in Fig. 3.

From physical point of view, it appears from Fig. 2 that, as time proceeds, new solitary waves have emerged from the initial

profile. More exactly, the first wave emerged immediately from the initial one and the fourth one still had considerable evolution

to undergo before it could reasonably be said to have established its asymptotic form. This development over time is perfectly

identical with that described in [2] p. 265. In this paper the initial front has the form exp (−x2/10).
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Fig. 2. Solution to BBM problem when N = 128 and b = 1/3.
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Fig. 3. Time stepping evolution for RK4 when N = 128 and b = 1/3.

It is also fairly important to mention that the numerical value of the “energy” functional E(u) oscillates with largest errors of

order O(10−4) during the integration time (see Section 2.3). For the above initial front we have the estimation E0 = 2.65868077.

We have also carried out numerical experiments with the following initial fronts: arcsin ( 1
1+x2 ), arcsin ( 2x

1+x2 ), |x − 1|
exp (−|x|) and 3

√
(x + 1)2 − 3

√
(x − 1)2. All these functions are continuous L2 ones but not continuously differentiable. They,

along with their first derivatives, approach 0 as x → ±∞. Thus they do not satisfy the first requirement of smoothness for the

initial data imposed in the existence theorem quoted in Section 1. In spite of this lack of smoothness, for each front above, a

solution to problem (9) and consequently to the problem (3) has been produced. As natural, all these solutions inherit the defect

of smoothness of their initial fronts.

A MATLAB animation can be easily set up in order to show the breaking up of the initial front into subsequent solitary waves.

2.2. The SC method

In order to apply this method we use equidistant nodes with spacing h, symmetric with respect the origin, namely

xk :=
(

k − N + 1

2

)
h, k = 1, . . . , N.

The interpolant for a real valued function f reads

sN(x) :=
N∑

j=1

φ j(x) f j,

where the sinc or “Whittaker cardinal” functions are

φ j(x) = sin (π(x − x j)/h)

π(x − x j)/h
.
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Fig. 4. The pseudospectrum of LS operator overlapped with the stability region of AB3 scheme when N = 128 and h = 0.01.

Like the Hermite method, the sinc method contains a free parameter, namely the step size h. The typical estimate for h is h =
C/

√
N for some constant C independent of N. Unfortunately the information provided in [17] for this constant is rather poor. In

this work the author analyzes the application of various methods (Galerkin and collocation) based on sinc functions in solving a

large variety of equations. It is interesting to remark that he solves differential boundary value problems only on finite intervals

but otherwise with endpoint singularities.

The sinc expansion is the easiest of all pseudospectral methods to program and to understand (see [3], Section “Whittaker

Cardinal or “Sinc” Functions”). Unfortunately, its success is assured only for the so called band-limited functions. Another weak-

ness, shared with the Hermite functions, is that the sinc series is useful only when it approximates a function f (x) which de-

cays exponentially as |x| → ∞. Unlike the Hermite functions, they do not provide the exact solution to any classical eigenvalue

problem.

The sinc differentiation matrices are available in [20]. The linearized spatial discretization operator attached to (9) in this case

is defined by

LS := −D(1)
S

(
I − D(2)

S

)−1

. (11)

From the last two columns of Table 1 it is apparent that LH is better conditioned and more normal than LS. The pseudospectrum

for LS is depicted in Fig. 4. In order to advocate the versatility of MoL for BBM type equations we overlapped this pseudospectrum

with the stability region AB of order 3.

2.3. Conservation of the energy integral

It is fairly important to observe to what extent various finite difference schemes along with the scaled HC method generate

an MoL which conserves the “energy” u2 + u2
x over time, i.e., the integral (5) is indeed an invariant of the physical system.

In Fig. 5 (a) for a scaling factor b = 1/3 and in Fig. 5 (b) for b = 1 the outcomes provided by MATLAB codes ode45, ode23and

ode15sin solving (9) are compared. We mention that the codes ode45, ode23 implement respectively RK4 and RK2 schemes

and ode15s implements a variable order solver based on the numerical differentiation formulas (NDF).

The RK4 used along with b = 1/3 performs the best. Actually, this is the main reason we have worked with b ≤ 1. In our

numerical experiments this value of b has been proved to be the most suitable.

We have to emphasize that these errors in conserving the energy, as well as the solution itself strongly depend on the scaling

factor. All our numerical experiments revealed the necessity for such a factor to be less than unity. In this way for the outmost

scaled Hermite roots we have the estimation

−x1 = xN = O(
√

N/b) as N → ∞.

Thus, with b < 1 we extend the span for the wave propagation and we can follow the wave for larger time intervals.

It is also worth mentioning that our numerical estimations satisfy the inequality (see also Fig. 2)

sup
x1≤x≤xN

t∈[0,T ]

|uN,b(x, t)| ≤ (E(u))1/2 ≈ 1.6305, (12)

which is in perfect accordance with the analytical results reported in [1]. The estimation is independent of N and b for 64 ≤ N ≤
128 and 0 < b ≤ 1.
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Fig. 5. The propagation of errors over time in computing the energy integral E(u) when N = 128. a) b = 1/3 and b) b = 1.

In order to compute the integral E we have used the Gauss-Hermite quadrature rule (see for instance [12], Section 3.5 “Quadra-

ture: Gauss–Hermite Formula”). The term u2
x in the integrand was estimated using the first order Hermite differentiation matrix

D
(1)
H

.

Unfortunately, for sinc collocation, due to the distribution of the collocation nodes such strategy is rather impossible. This

is the main explanation for the fact that in spite of the well defined MoL based on these functions our numerical experiments

restrict to the Hermite case. Roughly speaking, it seems that the evolution of some large waves cannot be detected using band-

limited functions.

3. The MoL for the modified BBM initial value problem

In this case we have solved the following Cauchy’s problem{(
I − D(2)

H

)
Ut = −D(1)

H

(
U + 1

n+1
U.n+1

)
, t ∈ [0, T ],

U(0) = g(X),
(13)

with the same notations as in (9).

The linearizations of this problem look identical with (10) and (11) respectively. An usual computation (multiplication with

u and integration by parts) shows that E(u) must be conserved over time independent of n in the BBM equation. For n = 2 the

situation is illustrated in Fig. 6 and comparing with Fig. 5 it is clear that the conservation process is at least as accurate as that in

BBM problem.

The solution of the modified BBM problem with this value of n looks fairly similar with that depicted in Fig. 2, i.e., certain

classes of initial data evolve into a sequence of solitary waves followed by a dispersive wave train. Thus we skip such a picture.

In Fig. 6 we use the same notations as in Fig. 5.

One important remark about the linearized operators is well suited at this moment. The conditioning of LB
H is increasing with

the parameter α and the order of approximation N (see the left panel in Fig. 7). This is a fairly intuitive aspect. With respect to

the normality of this operator the situation is reversed, namely the Henrici number of LB
H

slightly decreases when α as well as

the order of approximation N increases for a fixed value of the scaling parameter b. The latter aspect could partially explain the

success of the HC method.

4. The MoL for BBM-B initial value problem

It is again convenient to write Eq. (1) in the following form(
1 − ∂2

x

)
ut = −∂x

(
u + 1

2
u2 − α∂xu

)
. (14)

The MoL based on the HC for to the initial value problem attached to Eq. (14) reads{(
I − D(2)

H

)
Ut = −D(1)

H

(
U + 1

2
U.2

)
+ αD(2)

H
U, t ∈ [0, T ],

U(0) = g(X).
(15)
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Fig. 6. The propagation of errors over time in computing the energy integral E(u) by HC when N = 128, b = 1/3 and n = 2.
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H (α = 1)operators when b = 1/3.

Table 2

Conditioning and normality properties of the linearized spatial dis-

crete operators when N = 128, b = 1/3 for HC and h = 0.01 for SC.

α 1.0 0.01

Method Hermite sinc Hermite sinc

Conditioning 1.64e+01 1.20e+00 4.64e+01 9.29e+01

Henrici 9.54e-02 2.79e-02 2.27e-02 8.29e-01

The corresponding linearized spatial discretization operator for (15) is now

LB
H :=

(
−D(1)

H
+ αD(2)

H

)(
I − D(2)

H

)−1

.

The spectral properties of LB
H and LB

S depending on the diffusion parameter are summarized in Table 2. At a first glance it is clear

that for α decreasing the properties of the Hermite operator are better than those of the sinc one.

In order to validate the MoL for stiff problems we have depicted in Fig. 8 the pseudospectrum of LB
H

corresponding to α = 0.01.

Thus we can conclude that MoL remains stable.

The same conclusion remains valid when the problem (15) is solved by SC coupled with Runge–Kutta higher than 2 or AB of

order 3. The pseudospectrum for LB
S

is provided in Fig. 9.

The numerical solution for BBM-B problem (15) with the same initial data g(x) as above is depicted in Fig. 10.

It is rather difficult to compare Figs. 2 and 10 in order to grasp the meaning of the diffusive term αuxx, α = 0.01 on the wave

propagation. However, a breaking up phenomenon of the initial wave persists despite the loss of the solution smoothness. From

numerical point of view the stiffness introduced by this term makes the time marching process more slow.
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Fig. 8. The pseudospectrum of LB
H operator overlapped with the stability region of RK2 when N = 64, b = 1/3 and α = 0.01.
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Fig. 9. The pseudospectrum of LB
S operator overlapped with the stability region of AB3 when N = 128, h = 0.01 and α = 0.01.

Fig. 10. The HC solution to BBM-B problem when N = 64, b = 1/3 and α = 0.01.
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We conclude this section with two remarks. Firstly, the spectra of the discrete operators LH, LS, LB
H and LB

S are almost recti-

linear sets of points lying on the ordinate axis, or very close to it, and well included in the interval [−i, i]. But this interval is the

stability region for the leap frog scheme. Thus, this scheme is a possible candidate for a stable MoL.

Secondly, the above strategy extends directly to the more general equations of the form

ut + ux + un ux − (Pu)t = 0,

where the linear operator P belongs to a class of pseudo-differential operators and to BBM equation supplied with a forcing term

or with slightly modified asymptotic conditions for the initial front.

5. Concluding remarks

In a sense, this study has succeeded in illustrating numerically the well established analytical and physical work [1]. Thus

we have carried out solutions to a class of BBM Cauchy’s problems which inherit the smoothness properties of the initial front,

conserve the energy invariant, are uniformly bounded over time and numerically stable.

We have used neither the domain truncation nor the periodicity hypothesis as is usually done. Instead, we have exploited

the advantages offered by the scaling factor attached to the HC method. Thus, with an “optimal” scaling factor the accuracy

at which the energy integral is satisfied, at least for MoL based on scaled HC and RK4, has been considerably improved. The

spectral properties of the linearized spatial discretization operator have been tuned up in order to justify the stability of the MoL

algorithm. Eventually the space-time domain has been enlarged such that the wave evolution is plainly observable. Additionally,

the time integration period has been arbitrarily large which is fairly important from practical point of view.

Consequently, we honestly believe that we have added two important examples which confirm the fact that the Trefethen’s

rule of thumb provides accurate predictions at least in the case of quasi normal matrices. We also believe that we have provided

a solid argument for the validity of the BBM equation as a physical approximation of the dispersion of long waves.
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