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Abstract. GMBACK is a Krylov solver for large linear systems, which is based on backward error minimization properties.
The minimum backward error is guaranteed (in exact arithmetic) to decrease when the subspace dimension is increased. In
this paper we consider two test problems which lead to nonlinear systems which we solve by the Newton-GMBACK. We
notice that in floating point arithmetic the mentioned property does not longer hold; this leads to nonmonotone behavior of
the errors, as reported in a previous paper. We also propose a remedy, which solves this drawback.
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NONLINEAR SYSTEMS.

The Newton method for solving a nonlinear system F (x) =0, F:D CRY — R leads to the solving of a linear
system at each iteration step:

F/ ()Ck) SE — —F ()Ck)
Xgr1 = Xk + Sk, k=0,1,..., xp€D.

Under the following conditions (which will be implicitly assumed throughout this paper) the Newton method converge
locally at g-superlinear rate (see [7]):

- x* € intD such that F(x*) =0

- the mapping F is Fréchet differentiable on int D, with I/ continuous at x*;

- the Jacobian F’ (x*) is invertible.

When one considers approximate Jacobians at each step, F’ (xz) + A € RV*V we are lead to the quasi-Newton
(QN) iterates

(F' () + Ax)sk = —F (x)
Xk1 = Xk + Sk, k=0,1,..., xp€D.

We have characterized the superlinear convergence of these iterates in the following result:

Theorem 1. [3] Assume that the QN iterates converge to x*. Then the convergence is superlinear if and only if

[Aksell = o(IF()ll),  ask — oo (1)

THE GMBACK METHOD
When the dimension N is large, the numerical solving of a linear system
Au=>b, AeRY*¥nonsingular,b € RV,

becomes a difficult task. The Krylov solvers are popular choices for accomplishing this task, since they may offer good
approximations at low computational cost.
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We shall consider here the GMBACK solver introduced by Kasenally in [6]. For a given subspace dimension
m e {1,...,N} and an initial approximation uo € RY having the residual ro = b — Auo, it finds uS8 € up + %, =
uo + span{ro, Arg, ...,A" 1ro} by the following minimization property:

GB|| _ oo B
ARl =, min  lAnllp Wt (A= An)ion = b.
Here ||-|| » denotes the Frobenius norm of a matrix, || Z|| » = tr(ZZ')'/? while ||-||, will denote the Euclidean norm from

RY and its induced operator norm.
The following steps are performed for determining 1572 :

Arnoldi
» Letrg =0 —Axp, B =||rol, and v, = %ro;
sForj=1,...,mdo
h,’j = (AV]'7V,')7 fori=1,...,j
D1 = AP — X0y hijvi
hizj = |91l
Virl = mﬁjﬂ
+ Form the Hessenberg matrix H,, € RO#H1>m wwith the (possible) nonzero elements 4;; determined above, and the
matrix V,, € RV having as columns the vectors v V=1 vl

GMBACK
Lt froll. A
Hy=[—Ber Hy eRUTDOTN G — g V] € RV,

P=H H, c RO+ and 0 =G G, € RHD)x(m+1),
+ Determine an eigenvector v, corresponding to the smallest eigenvalue l”Glf
Pv=AQ0v;

« If the first component v

| of the generalized eigenproblem

1)
m+1

is nonzero, compute the vector y25 € R™ by scaling v, 1 such that

- 1
S B
« Set uf8 = xo + VG5,
We shall assume in the following analysis that 155 exists (this may not be the case when all the eigenvectors of the

smallest eigenvalue have the first component 0).
Kasenally proved that for any up € RY and m € {1,..., N}, the backward error AS® corresponding to the GMBACK

solution satisfies
A5 7 = o/ A @)

Regarding the induced operator Euclidean norm, the following inequality is known:
I1Zl> < |1Z|lF, forallZeRV<N. ?3)

The eigenvalues at steps m and m+ 1 in the Arnoldi algorithm interlace as follows.

Lemma 2. [6] Suppose that m-+ 1 steps of the Arnoldi process have been taken and hmy> my1 7 0. Furthermore,
assume that {liGB}i:17,,,7m+1 and {liGB}i:17,,,7m+2 are, respectively, the eigenvalues of the matrix pairs (P, Qy) and
(Put1, Oms1) arranged in decreasing order. Then, for any i <m+1,

AP <27 < }ﬁlf.
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THE CONVERGENCE OF THE NEWTON-GMBACK METHOD
The Newton-GMBACK iterates may be written as
(F'(ve) = A7) 8¢ = —F (), )

and we may control the convergence of the iterates by Theorem 1 with the aid of the backward error. It is worth noting
that we may use formulas (2) and (3) to evaluate the magnitude of the backward error in the Euclidean norm.
We obtain:

Theorem 3. Assume that the Newton-GMBACK iterates are well defined and converge to x*. If
AP =0, ask— oo, (5)
then they converge superlinearly.

Of course, we may also use the inexact Newton model, and control the convergence of the iterates with the aid of
residuals, see [4].
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FIGURE 1. Newton-GMBACK errors for the Bratu problem.
Bratu problem

Consider the nonlinear partial differential equation

—ANu+ouy+Aé* = f,
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over the unit square of R?, with Dirichlet boundary conditions. As mentioned in [1], this is a standard problem, a
simplified form of which is known as the Bratu problem. We have discretized by 5-point finite differences, respectively
by central finite differences on a uniform mesh, obtaining a system of nonlinear equations of size N = (n — 2)?, where
n is the number of mesh points in each direction. As in [1], we took f such that the solution of the discretized problem
to be the constant unity, and o = 10, A = 1, the initial approximations in the inner iterations were zero. The runs were
made on a HP Proliant 570 G4 server, using MATL.AB 2007a.

We took N = 16,384 and considered first some standard iterations, with fixed subspace dimension, of size m = 40.
We noticed that, starting from outer iteration k = 9, where || F| was of magnitude 1e—9, lemma 2 did not hold in
floating point arithmetic. As we can see in figure 1, the consequence is that the convergence of the errors of iterates is
no longer monotone.

The remedy we propose is to check at each inner iteration step in GMBACK whether the size of A is decreasing,
and to stop the iterations if the size is increasing. We obtain monotone behavior of the errors, and the plot in figure 1
is relevant for the runs we made.
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