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ABSTRACT. Using Ekeland’s variational principle we obtain a critical
point theorem of Schechter type for extrema of a functional in an annular
conical domain of a Banach space. The result can be seen as a variational
analogue of Krasnoselskii’s fixed point theorem in cones and can be
applied for the existence, localization and multiplicity of the positive
solutions of variational problems. The result is then applied to p-Laplace
equations, where the geometric condition on the boundary of the annular
conical domain is established via a weak Harnack type inequality given
in terms of the energetic norm. This method can be applied also to
other homogeneous operators in order to obtain existence, multiplicity
or infinitely many solutions for certain classes of quasilinear equations.
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1. INTRODUCTION

The bounded critical point method is a very useful tool to study the ex-
istence and localization of solutions of nonlinear equations. Some references
are as follows [9], [10], [12], [15], [21]. We particularly mention Schechter’s
theory [25], [26] which yields critical points of a C! functional in a ball of a
Hilbert space, by taking into account boundary conditions of Leray-Schauder
type. A result of this type is the following:

Theorem 1.1 (Schechter). If X is a Hilbert space with inner product (-, -)
and norm ||-||, R >0 and F : X — R be a lower semicontinuous functional
bounded from below. Then given € > 0, there exists a point x € M such that

F(z) <inf F (M) +e¢,
(1.1) F(z) < F(y)+ed(z,y) forall ye M.

2. MAIN ABSTRACT RESULT

Let X be a real Banach space, X* its dual, (-,-) denotes the duality
between X* and X, and let the norms on X and X* be denoted by the same
symbol || - ||.
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We shall denote by J the duality mapping corresponding to the normal-
ization function ¢ (t) := t*~! (t € R}), where p > 1, i.e. the set-valued
operator J : X — P(X™) defined by

Jr={z" € X*: (a",2) = ||z|]?, |lz*] = |«|P7}, weX.
Obviously,
J(\z) = AP 2 ATz
for every x € X and X € R.

It is known, see [5, Theorem 3, p. 31], that if that X* is strictly convex,
then J is single-valued and so

(Jo,x) = ||z]P, [|Tz] = =[P~

Also, if in addition X is reflexive and locally uniformly convex, then J is
demicontinuous and bijective and its inverse J is bounded, continuous and
monotone. In what follows we shall assume that the following condition
holds:

Assumption (Al): X and X* are locally uniformly convex reflexive
Banach spaces and J is locally strongly monotone, i.e., there is 8 > 1 such
that for each p > 0 there exists a constant a = a (p) > 0 with
(2.1) (Jz— Jy,e—y) > alz—y|
for all z,y € X satisfying ||z|| < p and [|y| < p.

Let K be a wedge of the Banach space X, i.e. a closed convex subset of
X such that K # {0} and AK C K for every A € R;. Notice that K can
be a cone, i.e. may have the property K N(—K) = {0}, and also can be the
whole space X.

We shall localize critical points « of F' by means of a functional G which
verifies suitable assumptions (see for instance assumption (A2)). More ex-
actly, for two fixed numbers r, R with 0 < r < R, we shall look for x € K

such that F’ (z) = 0 and r < G (z) < R. Hence we seek critical points of F
in the annular conical set

K, p:={x e K:r <G(z) < R}.
Denote by
N,={reK:G(x)=r}, Nrp={reK:G(x)=R}

the two parts of the boundary of K, p which are assumed non-void. Our
second assumption is as follows:

Assumption (A2): G : X — R is a C! functional such that G’ maps
bounded sets into bounded sets,

(2.2) the set {r € K :G(z) <R} is bounded
and
(2.3) inf (G'(z),x) > 0.

acENTUNR
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As for the functional F, we shall assume:

Assumption (A3): F : X — R is a C! functional which is bounded
from below on K, r, and F’ maps bounded sets into bounded sets.

We introduce some auxiliary mappings:
F ’(ﬂf) > /
G
E:NpUN, = X, E(x):=JuJx)— j(,u,J:U — Dx) — Az,
9)) and A is such that

D:NgUN, = X*, D(z):=F'(z) - 2

where 1 will be chosen in a suitable way (see (2.
(2.4) (G'(z),E (z)) =0.

Lemma 2.1. Assume that (Al), (A2) and (A3) are satisfied. For every
x € NgUN,, one has

(2.5) (D(z),z)=0
and there exists a = a (R) > 0 such that

(F'(2), E(2)) > a||J (pJx) = J (uJz — Dx)|”,
for allx € Np U N,.

Proof. Let x € Ngr U N, be arbitrary. A direct computation gives
/
(Dla). ) = (F'(a) = gy 1 6/ a), @) =0
Next, from (2.4), (2.5) and (2.1),
(F'(2), E(x)) = (D (2), E (@) = (D (&) ,J (uJa) - J (uJz — D))
>a||J (pJx) — J (pJx — Dx)HB.
Notice that (2.1) applied since both J (uJz), J(uJx — Dx) are bounded

independently on z € Ng U N, as a consequence of (2.2), (2.3) and of the
fact that J,J, F’ and G’ map bounded sets into bounded sets. O

Lemma 2.2. Assume that (A1), (A2) and (A3) are satisfied. Let x € K
and z € X be such that

(2.6) y:=x—tze K forall t>0 sufficiently small.

Then y € K, g fort > 0 small enough, in each of the following situations:
(a) r < G(z) < R;
(b) x € Ng and (G'(x),z) > 0;
(¢) x € N, and (G'(z),z) < 0.
Proof. In case (a), the conclusion follows from (2.6), the continuity of G,
and the strict inequalities r < G () < R. Assume now that condition (b)

holds. From the definition of the Fréchet derivative of G, for each ¢ > 0,
there exists d. > 0 such that for each ¢ € (0,.) we have

(2.7) —et < G(z —tz) — G(v) + (G'(v),tz) < et.
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Hence
R—et —t{G'(z),2) < G(x —tz) < R+et —t{(G'(x),z) for te(0,d.).
Since (G'(z),z) > 0, we may take € := (G'(x), z) to obtain
R —2t(G'(z),2) < G(z —tz) <R for te(0,6).
Hence, for t sufficiently small such that r < R — 2t(G’(z), z) and t € (0, d.),

we have r < G(x —tz) < R. This together with (2.6) shows that y € K, r
for t > 0 small enough. Finally, if (c¢) holds, then (2.7) gives

r—et —t{(G'(z),2) <Gz —tz) <r+et —t(G'(z),z) for te(0,6.).
In this case we may take € := —(G'(z), z) and obtain
r < Gx—tz) <r—2tG"(z),z) for te(0,6.).

Hence, for ¢ sufficiently small such that r — 2¢(G’(x), 2z) < R and t € (0, 0.),
we have r < G(z —tz) < R, that is the desired conclusion. O

The next lemma is about the condition (2.6). It requires some compati-
bility conditions with respect to the wedge K.

Assumption (A4): One has
(2.8) J(Jz - F'(2)) € K,

for all z € K, and for each p > 0, there exists p, > 0 such that if x € K
and ||z|| < p, then

(2.9) J(pJr—D(z)) e K
for some 1 (depending on x) with |u| < .
Notice that (A4) is trivially satisfied in case that K is the whole space X.

Lemma 2.3. Assume that (A1), (A2), (A3) and (A4) hold. Let x € K.
(i) One has that x — t [z — J (Jo — F' (2))] € Kyg for all t > 0 suffi-

ciently small, in each of the following conditions:
(i1) r<G(x) < R;
(i) € N and (G'(z),x — J (Jx — F' (x))) > 0;
(i3) * € Ny and (G'(x),x — J (Jx — F' (x))) < 0.

(ii) If x € Ng, then for every e > 0, one has x —t(ex + E (x)) € K, g
for all t > 0 sufficiently small.

(iii) If z € N, then for every e > 0, one has x —t(—cx + E (x)) € K, g
for all t > 0 sufficiently small.

Proof. (i) First note that using (2.8), the representation
v—tlz—J(Jz—F (2)]=01-t)z+tJ (Jz — F' (z))

and the convexity of K yield that z — ¢ [z — J (Jo — F' (z))] € K for every
t € (0,1). Then the conclusion of (i) follows from Lemma 2.2.
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(i) According to Lemma 2.2 (b), we first check that (G'(z), z) > 0, where
z:=ex+ FE (ZL‘) . Indeed, using (2.4) and (2.3), we can see that

(G (z),2) = z),ex+ E (z)) = (G (z :U>>e 1nf (G( ),u) > 0.
Next we need to check (2.6). One has
(2.10)
— 2—p
y:=x—t(ex+ E(x)) =tJ (uJor — D (z)) + (1 — tp || Pt —t6+t)\)x

where 1 = p () is as in (2.9), assumed to be nonzero. Clearly, for small ¢,

1—tu \,u\% —te +tA > 0, and thus (2.10) together with (2.9) shows that
y € K for all small enough ¢ > 0. The conclusion now follows from Lemma
2.2 (b). The case u = 0 is investigated similarly.

(iii) We proceed as at the case (ii) and find that

(G'(z), —ex + E (z)) = —e (G' () ,z) < —auérgR(G’(u),w <0.

Hence, if z := —ex + E (z), then (G'(z), z) < 0. Furthermore

2
y=x—t(—ex+ E(x)) =tJ(uJxr — D (x)) + (l—tuwﬁ —|—t5+t)\)x
and we obtain as above that y € K for all small enough ¢ > 0. O

Now we are ready to state and prove our main result of this section.

Theorem 2.4. Assume that (A1), (A2), (A3) and (A4) are satisfied. Then

there exists a sequence (xy,) C K, g such that
(2.11) F(z,) — inf F(K,g) as n— oo,

and one of the following statements holds:
(a) xp — J (Jop — F' (25)) = 0 asn — 00;
(b) for each n > 1, G(x,) = R, (G'(xy),xn — J [J2y — F'(2,)]) <0 and

(2.12) J (pndzn) — J (pnJxn — D) — 0 as n — 0o,

where pi, = p(xy) is chosen accordingly to (2.9);

(c) for each n > 1, G(x,) = r, (G'(zn),xp — J [J2n — F'(2,)]) > 0 and
(2.12) holds.

If in addition, F' satisfies a Palais-Smale type compactness condition guar-
antying that any sequence as above has a convergent subsequence, and the
following boundary conditions hold

(2.13) F'(z) +nG'(x) #0 for all n >0, x € Ng,

(2.14) F'(z) +nG'(x) #0 for all n <0,z € N,,
then there exists x € K, g such that
F(z)=inf F(K,r) and F'(z)=0.
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Proof. We shall apply Ekeland’s variational principle for M := K, r (we use
here that K is closed and G is continuous, hence K. i is a closed subset of
the Banach space X) endowed with the metric d(z,y) := || — y||, for the
function F' (which from (A3) is C! and bounded from below), and for € := 1
(n € N\ {0}). It follows that there exists a sequence (zy) in K, g such that

1

(2.15) F(xy,) <inf F(K, R) + -
and
1
(2.16) F(z,) < F(y) + EH:L'TL —vy|| for every y € K, g.

Clearly (2.15) implies (2.11).

Since (z,,) belongs to K, r, we distinguish three cases:

Case 1: There exists a subsequence of (x,), still denoted by (z,), in
one of the following situations: (i;) r < G(z,) < R for all n; (i2) =, €

Ng and (G'(zn), ©n — J [Jon — F'(x,)]) > 0 for all n; (i3) 2, € N, and

(G'(xn), xn — J [Jxn — F'(2,,)]) <0 for all n.
Case 2: There exists a subsequence of (z,,), still denoted by (z,,), such

that 2, € Np and (G'(xy,), y — J [Jxp — F'(2,,)]) <0 for all n.
Case 3: There exists a subsequence of (z,), still denoted by (z,,), such

that z,, € N, and (G'(xy,),xn — J [J2y — F'(2,)]) > 0 for all n.

Assume Case 1. According to Lemma 2.3 (i), for each n, we have y :=
Ty —t (a:n —J[Jz, — F’(a:n)]) € K, g, for all t > 0 sufficiently small. Thus
we may apply (2.16) and deduce

—t (F'(zp) ,xn — J [Jzn — F'(xn)])+o (t)+% |2n — J [Jan — F'(xn)]]| > 0.
Divide by ¢ and let ¢ go to zero to obtain

(" () 20— T [T~ F ()] + - o — T [Jan — F'(aa)]| 2 0.
It follows that
(A7) (F (@) n — T [Tan — F'(an)]) < [foa — T [Jan — F'(aa)]]|
Then from (2.1),

(F' (@n) @ — J [Jan — F'(zn)]) = (F'(zn),JJzy — J [Jzn — F'(z5)])
a H:cn —J [Jﬂ?n — F/(xn)} HB

Y

Using these equality in (2.17) we deduce that

al|lz, —J [an — F'(:):n)] Hﬁ_l <

S

Hence z,, — J [Jz,, — F'(x,)] — 0 as n — oo and so, property (a) holds in
Case 1.
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Assume Case 2. Now Lemma 2.3 (ii) guarantees that for each n and any
>0, y:=uax, —t(exy,+ E(xy,)) € K, g for all ¢ > 0 sufficiently small.
Then (2.16) implies

1
(F'(2n),exp + E(zn)) < EHEl‘n + E(zn)]-
Letting ¢ — 0 and using Lemma 2.1 we deduce

(2.18) .
a Hj(,uann) —J (pnJxp — DZEn)Hﬂ < (F'(xn), E(zn)) < EHE(xn)H

Let us consider the continuous linear operator

(G (a).a)
(G'(xn), xn) "
Since (z,) C Ng and the level set Ng is bounded, it follows that (x,) is

a bounded sequence. By the assumption on G’ it follows that (G'(z,,)) is
also bounded. In addition

(G'(xy), zn) > inf (G'(u),u) :=br > 0.
uENR

P, X—-X Pyux=x—

We have

& o ol
1P| < [l + V@l <1 LG @lllzal

X.
- ALY o, o

Hence there exists arp > 0 (independent on n) such that
| Pzl < ag||z|, forallze X andn > 1.
For x := J (pnJxn) — J (pnJxp — Dxy) , one has P,z = E(x,) and thus
1E(@n)| < arllT (pnd@n) = J (T2 — Dan) ||
Then by (2.18),

_ _ o _ _
allJ (pndn) — J (pnJxn — Darn)H’B < FRHJ(Mann)—J (tnJxn — Dxy) ||

Since 8 > 1, this yields J (unJn) — J (pnJ T — Dxy) — 0 as n — oo, that
is (2.12) holds.

Finally, in Case 3 we proceed similarly by using Lemma 2.3 (iii) and
taking in (2.16) y := x, — t (—exy, + E (x,)). The conclusion is the same,
namely (2.12) holds.

Assume now that the additional hypotheses of the theorem are satisfied.
The (PS) condition guarantees the existence of a subsequence of (z,,) , which
is still denoted by (), such that x,, — = as n — oo, for some element
x € K, g. Clearly, (2.11) gives F(x) = inf F/(K, g). In case of the property
(a), if we denote y,, := z,, — J (Jx,, — F' (x,)), then y, — 0 as n — oo, and
from

J(xn —yn) = Jzp — F' (2) ,
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letting n — oo and using the continuity of F” and the demicontinuity of .J,
we obtain F’ (z) = 0 and the proof is finished. Assume that the property
(b) holds. Then, if we pass to the limit we obtain

(2.19) G(x)=R, (G'(z),z—J[Jz—F'(z)])<0
and
(2.20) J(pJz) — J (uJx — Dx) = 0,

where p is the limit of some convergent subsequence of (). Notice that
such a subsequence exists since according to (A4), |un| < pp, where p is a
bound for the sequence (||xy||). Next from (2.20)

Dz =0,
that is
(2.21) F'(z) + nG' (z) =0,
where
_ (F).2)
(G'(z),z)

In case that n = 0, (2.21) shows that F’ () = 0 and we are done. Assume
n # 0. From (2.21),

(2.22) (F'(z),2—J[Jz—F'(2)]) = (G (x),x— J [Jz — F'(z)]).
This together with (2.19) gives

0> (G (@)a— J[Jo— F'(x)]) = —717<F'(a:), JJz— T [Je— F(2)]).

Since
(F'(z),JJz — J [Jo — F'(2)]) > a||JJz - J [Jo — F'(z)] H’B >0,
we may infer that 7 > 0. Then
€ Ng, >0 and F'(z)+nG (z) =0,
which contradicts (2.13). Thus the case  # 0 can not occur. The case of
the property (c) is similar. O

3. APPLICATION

In this section we present an application of Theorem 2.4 for the localiza-
tion in annular conical domains of the positive solutions of the two-point
boundary value problem

(3.1) { - (WV)_Q U’)/ (t) = f (u(t)), te[0,1]
w(0) = u (1) =0,

where p > 1, f is a continuous function on R, which is nonnegative and
nondecreasing on R;. Hence all possible nonnegative solutions are concave
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functions on [0, 1] . We seek symmetric solutions with respect to the middle
of the interval [0, 1], that is with the property

1
u(l—t)=u(t) forevery te [0,2].

Consider the Banach space X := VVO1 ?(0,1) endowed with the energetic
1/
norm |[jufl, , = <f01 |u" (t)P dt) " and define the functional

1
F:WyP(0,1) = R, F(u):/o <1]u’(t)\p—g(U(t))) dt,

p
where g (1) = [; f (s)ds. Clearly, F is a C'-functional and
/
(3.2) F' (u) = — <|u'}p72 u’) — f(u).

Hence the solutions of (3.1) are critical points of F.

Let G : Wol’p((), 1) — R be given by G(u) = %HuHZf,p. It is known that
the functional G is continuously Fréchet differentiable on WO1 ?(0,1) and
/ !/

G (u) = — <|u’\p_2 u’) . The operator — (|u’|p_2 u’) is in fact the duality

mapping J : Wol’p((), 1) - W~=19(0,1) (1/p+ 1/q = 1) corresponding to the
normalization function op(t) = t*~1 t € R, (see, e.g. [4, Theorem 7 and
Theorem 9, pp. 348-350]). Hence, in our case

G (u)=J(u) = — (‘u"pizu’),.

In this specific case, assumption (A1) holds. Indeed, it is well-known that
W, (0,1) and its dual W14 (0,1) are locally uniformly convex reflexive
Banach spaces, while the second requirement in (Al) is a consequence of
the following result due to Glowinski and Marrocco [11] (which also holds
in higher dimension):

(i) If p € (1,2], then

90—
<”UH1,p + H’UHLp) : (Ju—Jv, u—v) > |Ju— vHip for all u,v € Wy (0,1);
(i) If p € (2,00), then there exists a constant ¢ (p) > 0 such that
(Ju—Jv, u—v) >c(p)llu—vlf, foraluwve W,?(0,1).

Thus (2.1) is true for a(p) = (2p)? 2 and f = 2, if p < 2, and for
a(p)=c(p) and B =p, if p > 2.

Let us consider the cone of all nonnegative functions in VVO1 #(0,1) which
are symmetric with respect to the middle of the interval [0, 1], namely

K= {u e WIP(0,1) :u>0, u(t) =u(l—t) forall t € [0, 1/2]}.
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We can immediately see that the assumption (A2) holds. As concerns
assumption (A3), note that F' is bounded from below on the intersection of
K with each ball of W,”(0,1). Indeed, if u € K and [ully , < p, then
(3.3)

o<u = [wias< ([ 1qu)1/q ([ 1 <s>!”ds)”p= full, < o

for all ¢ € [0,1], where 1/p + 1/q = 1. Next, since f is nonnegative on R,
g is nondecreasing on R and thus

F (u) z—/o g(u(t)dt > —g(p).

Hence the assumption (A3) also holds.

In order to check assumption (A4), we first show that the condition (2.8)
is satisfied. Indeed, if u € K and we let v := J (Ju — F' (u)), then Jv =
Ju — Ju + f (u), that is Jv = f(u). Since f(u) > 0, one has v > 0. On
the other hand, the symmety of u with respect to 1/2 is obviously passed
to f(u), and then to v. The last assertion follows from the fact that if A
is symmetric with respect to 1/2, and v (¢) solves Jv = h, then by a direct
computation, we have that v (1 —¢) also solves it. Then, the uniqueness of
the solution yields v (t) = v (1 —t), i.e. v is symmetric with respect to 1/2.
Therefore v € K as desired.

Next we show that the condition (2.9) holds for

(F"(u), u)
w=1+mn, where n=n(u):= —W.

Indeed, if u € K and we denote v := J (uJu — D (u)), then
(3.4) Jv = pJu— D (u) = pJu— F'(u) —nJu

= pJu—Ju+ f(u) —nJu=f(u).

which as above yields the conclusion v € K. On the other hand, for each
p > 0, there is ¢ (p) > 0 with |n (u)| < c(p) for every u € K with ||ull; , < p.
Then [u| =1 +7n(u)| <1+c(p) =y, for all u € K with [[ul|; , < p. Thus,
assumption (A4) is satisfied.

Before we state and proof the main result of existence and localiza-
tion for the problem (3.1), we give the weak Harnack type inequality for
p-superharmonic symmetric functions on [0, 1], which is essential for the
estimations from below on the part G (u) = r of the boundary of K, g.

Lemma 3.1. For every function w € K with Ju € C (]0,1];Ry) nonde-
creasing, the following inequality holds

(3.5) w(t) >t (1—2077 |l
for allt € (0,1/2).
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Proof. Let u € K with Ju € C ([0,1];R,), and let ¢t € (0,1/2) be any num-
ber. From Ju > 0 on [0, 1], one has that u is concave and so v’ is decreasing,
while from Ju € C'[0,1], we obtain v € W2 (0,1). Now the symmetry of
u guarantees u’ (s) > 0 on [0,1/2] and «’ (1/2) = 0. Furthermore,

(3.6) u(t) = /Ot u' (s)ds > tu' (t),
and it is not difficult to prove the following inequality
(3.7) (1) > (1 — 20714/ (0).
Indeed, if we let ¢ (s) = o/ (s)P' — (1 —2s)u/ (0)P~! for s € [0,1/2], then
#(s) = (JW 67 () + 2 0
= —(Ju)(s) + 2’ (0",

/
u
u/

Hence ¢’ is decreasing, and consequently ¢ is concave. In addition, ¢ (0) =
¢ (1/2) = 0. Hence ¢ (s) > 0 for all s € [0,1/2], i.e. (3.7) is true. Another
remark is that

1
Julf, = [ ) ds =2 Pty ae < op,

whence

(38) o (0) 2 ul,

Now (3.6), (3.7) and (3.8) give (3.5). O

Now we are ready to state the main existence and localization result for
the problem (3.1).

Theorem 3.2. Let f : R—R be a continuous function, nonnegative and
nondecreasing on Ry. Assume that there are numbers 0 < r < R and a €
(0,1/2) such that

(3.9) f (a (1 2a)71 (pr)%) > a(l(p_r)Q;p”l’
(3.10) i (wR)7) < wr)7 .

Then (3.1) has a positive, concave and symmetric solution u which mini-
mizes F' on the set of all functions v € K satisfying (pr)l/p < vlly, <

(pR)"7.
Proof. We shall apply Theorem 2.4. As shown before, the assumptions (A1)-

(A4) hold. Thus it remains to check the boundary conditions (2.13), (2.14)
and the Palais-Smale type compactness condition.
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First we check (2.13). Assume that (2.13) does not hold. Then there is
u € K with [[ulf , /p = R and n > 0 such that F' (u) +nG’ (u) = 0. Hence
fu)=—(1+n) P2, that is
(3.11) — (\u'y”‘Qu')'(t) = X fw(®) on [0,1] and u(0) =u(1) = 0.
1+mn

If we multiply by w (t), we integrate over [0, 1], and we take into account
(3.3) and the monotony of f, we obtain

» 1 1 1
= 1 [ o< [ o

< 7 (luly) Il = £ (@R)?) @GR,

which contradicts (3.10). Hence (2.13) holds.
Next assume that the boundary condition (2.14) does not hold. Then, for
some u € K with [[ul]} , /p = r and n < 0, we have F' (u) +nG' (u) = 0, that

pR = |u

A

!/
is f(u)=—(1+n) <|u’\p_2 u’) . The case 1 +n < 0 is not possible since it
would imply that u is convex, whence since u (0) = u (1) = 0, w = 0, which
is excluded by [[ull} , /p = 7 > 0. Hence 147 > 0, and we have (3.11), where
this time ﬁ > 1. As above, after multiplication and integration, we obtain

b 1 1 1
iy = 15 /0 (1)) (1) dt > /0  (u (8)) u (1) dt

pr —ﬁ

/2f(U(t))u(t)dt>2/2f(u(t))U(t)dt
0 a
! )

(2—a)u(a)f(u(a) .

This together of (3.5) implies

pr>a(l=2077 (pr)o f (a(1—20)77 (pr)7 ),

2
2

Y

that is

p—1

£ (a1 =207 ()3 ) <« — LT
a(l—2a)rT

which contradicts (3.9). Thus, the conditions (2.13) and (2.14) hold.
Finally, we have to check the Palais-Smale compactness condition. The
key property is the complete continuity of the operator J from C'[0,1] to
VVO1 P(0,1). Assume that the sequence (u,) guaranteed by Theorem 2.4
is in Case (a), i.e. v, = uy — J (Ju, — F' (u,)) — 0 as n — oo. Since
F' (up) = Jun — f (uy), we have u, = v, + Jf (u,). Being the sequences
(vn) and (Jf (uy)) relatively compact, it follows that the sequence (uy) is
relatively compact too. Hence the Palais-Smale type condition holds in case

)
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(a). Assume now that (uy,) satisfies one of the cases (b) and (c). Hence,
passing to the limit for n — oo, we have

(3.12) J (nJup) — J (pnJtn — Duy) = J (unJuyn) — Jf (up) — 0,
where

(F'(un), un)

(G'(un), un)

Since (uy) is bounded, passing eventually to a subsequence, we may assume

that p, — p as n — oco. The case = 0 is not possible. Indeed, otherwise,

% — 1, whence (f (uy),u,) — 0. However, using the behavior of

pn =1 —

Uy, the monotonicity of f and (3.5), we have

1/2

1
F (un) i) = /0 f ()t ()t > | F (i (1)) 0 () d

> (;—a)fmn(a))un(a)azwo,

where ¢ depends only on r and R, respectively, being independent on n.
It follows the contradiction 0 > ¢ > 0. Hence p # 0. Since from (3.12),

_ — 2—
(J (unJuy)) is compact, and J (pnJup) = |,un|PT€ lnUy, we derive that (uy,)

is compact as desired.
Therefore all the assumptions of Theorem 2.4 hold. O

In the next corollary we give conditions on the function f which assure
the existence of the numbers r and R having the properties (3.9), (3.10).

Corollary 3.3. Let f : R—>R, be a continuous function, nonnegative and
nondecreasing on Ry. If for some a € (0,1/2),

. f(7) 1
(3.13) limsup,_, 7'p(_1 > —
aP (1 —2a)r-1
- f(7)
(3.14) llmlnfTﬁooﬁ <1,

then (3.1) has at least one nontrivial positive, concave and symmetric solu-
tion.

Proof. From (3.13), we can find a number r > 0 sufficiently small, such that
(3.9) holds. Also, from (3.14), it can be found a large enough R > r with
the property (3.10). Thus we can apply Theorem 3.2. O

Finally we note that Theorem 2.4 in the abstract setting and Theorem
3.2 for the considered concrete application, immediately yield multiplicity
results of solutions if their hypotheses are satisfied for several finitely or
infinitely many pairs of numbers r, R. Thus, Theorem 3.2 gives the following
multiplicity result for (3.1).
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Theorem 3.4. Assume that f : R—R, is a continuous function, nonnega-
tive and nondecreasing on R, .

(i) Let (r5)1<jep > (Bj) <j<p (k < 00) be increasing finite or infinite se-
quences with r; < Rj < rji1 < Rji1 for1 < j < k—1, and let (aj)lgjgk
with aj € (0,1/2) for all j. If

1 1 (prj)p;1
(3.15) flaj (1 =2a;)r=T (prj)r ) > —————,
( b > aj (1 —2(1]')?*1
(3.16) 7 (wR)¥) < wR)'T

for all j, then (3.1) has k (respectively, when k = oo, an infinite sequence
of ) distinct positive, concave and symmetric solutions u; (1 < j < k), such
that for each j, u; minimizes F' on the set of all functions v € K satisfying
()" < Jlolly, < (0R)Y”.

(ii) Let (rj),5,  (Rj) ;51 be decreasing infinite sequences such that Rjiq <
rj < Rj forj > 1, and let (aj)j21 be a sequence of numbers from the interval
(0,1/2) such that the conditions (3.15), (3.16) hold for all j. Then (3.1) has
an infinite sequence of distinct positive, concave and symmetric solutions
uj (j > 1), such that for each j, u; minimizes F on the set of all functions

v € K satisfying (prj)l/p <Jolly, < (pRj)l/p.

The existence of two infinite sequences (r;),5,,(R;);5, as in Theorem
3.4 is guaranteed for nonlinearities f which oscillate toward infinity, or zero.
More exactly we have the following result for which the sequence (a;) j>1 18
a constant one.

Corollary 3.5. Let f : R—=>R, be a continuous function, nonnegative and
nondecreasing on Ry, and let a € (0,1/2).

(i) If
f(7) 1 f(7)

Tp_l > ( >L and hmlnffﬁooﬂT
aP (1 —2a)r-1

limsup, _,

then (3.1) has an infinite sequence (u;);, of distinct positive, concave and
symmetric solutions, with [lu;||, , — oo.

(if) If
1 f (0

. T -
limsup,_q e T and hmmfﬂ-ﬁoﬁ <1,
T af (1 —2a)r-1 T

then (3.1) has an infinite sequence (u;);, of distinct positive, concave and
symmetric solutions, with ||u;|, , — 0.
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