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 Buletinul §tiin{ific al Universitāti din Baia Mare
 Seria B, Matematica-Informatica, vo1.XIII( 1997), 107-1 16

 ON THE CONVERGENCE ORDER OF
 THE MULTISTEP METHODS

 Ion Pãváloiu

 1 Introduction

 In this paper we analyse some aspects concerning the convergence order of the
 iterative methods of interpolatory type for solving scalar equations. A unitary
 approach to these methods will enable us to analyse them and then to select
 among them those with the optimal convergence order.

 2 Convergence order

 Denote I = [a, b] , a, 6 € R, a < b and consider the equation

 (2.1) /(*) = 0

 where / : / -> R. For the sake of the simplicity we shall suppose in the following
 that equation (2.1) has a unique solution x 6 /. Let g : I - ► I be a function for
 which x is the unique fixed point on /.

 For the approximation of the solution of (2.1) there is generally considered,
 under certain conditions, a sequence (:rp)p>0 generated by:

 (2-2) z*+i = 9 (x*) , s = 0,1, ..., x0 € I.

 More generally, if (7 :/*->/ is a function of k variables for which the
 restriction to the diagonal of the set /* coincides with g, namely

 G(x,x, ...,x) = g(x) , for all x € 7,

 then there is considered the following iterative method:

 (2.3) Xg+k = G (x9< ) , A = 0,1,..., JTOì £li ••••> € /-
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 The convergence of the sequence (xp) >0 generated by (2.2) or (2.3) depends
 on certain properties of the functions / and g , respectively G. The amount
 of time needed to obtain a convenient approximation xp of x depends both on
 the convergence order of the sequence (xp)p>0 and on the amount of elemexiUtry
 operations that must be performed by the computer at each iteration step. In
 this paper we shall study only the first aspect of this problem, i.e. we shall deal
 with the convergence order.

 We "hall adopt as the convergence order a definition a little more generally
 then the one given by Ostrowski [3]

 Consider an arbitrary sequence (xp)p>0 satisfying, together with / and g, the
 following conditions:

 a) xs € I and g (x,) £ I for s = 0, 1, ...;

 b) the sequences (xp) >0 and {g(xP))p>0 converge to x, the solution of equation
 (2.1);

 c) there exists m 6 R, m > 0 such that 0 < |[x,3/; /]| < m, for all x,y 6 J,
 where we have denoted by [x,y;f] the first order divided difference of / on
 the points x and y'

 d) f is différée ti able at x.

 Definition 2.1 The sequence (#p)p>0 has the convergence orderu: € R, u > 1,
 with respect to the function g, if there exists the limit:

 (2.4) Q=)i Hg(x,) - x'
 p~°° In 'Xp - x'

 and a = u>.

 Remark 2.1 If the elements of (tfp)p>0 are generated by the iterative method
 (2.2), then the convergence order defined above coincides with the one defined in
 [3].

 For the determination of the convergence order of some classes of iterative
 methods we shall need in the following two lemmas:

 Lemma 2.1 If the sequence ( xp)p>0 and the functions f and g satisfy the prop-
 erties a) - d) then the necessary and sufficient condition for the sequence (£p)p>0
 to have the convergence orderu 6 R, w > 1 with respect to the Junction g is that
 the following limit to exist:

 (¿5) lim y M/(*p)I 'Z'*;»1- ft M/(*p)I
 and ß = u>.
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 Proof. Supposing that one of the relations (2.4) or (2.5) holds and, taking
 into account the properties a) - d;, we obtain:

 „ - i;m um lnlg(*p)- *1 _ "um K In I/ (g (*p))| - In |[g (x„) , ī; /]| _
 i;m um In |xp - x| _ "um K In I/ (xy)[ - In |[xp, ī; /]|

 _ ln|[flr(xp) /]|

 ,,Jn'f(9(*v))' "m ' fa l/(g (*,))! . ,• h l/(g (*,))! P' o □ "m ln|/ (ip)| ' lnļļxp,^;/]| . ,• ln|/(x,)| P'
 fa|/(*,)l

 Lemma 2.2 If (tiP)p>0 is a sequence of real numbers that satisfies ;
 i. the sequence (uļ)p>0 is convergent and lim uP = 0;
 ti, there exist the nonnegative numbers a i,ö27.-;ftn+i and a bounded sequence

 (°p)p>o ł cp > P = 0, 1, ... for which ini {e,,} > 0 such that

 (2.6) "»+7.+1 = c,u°1u°ļi...u°;+1, -s = 0,1,

 iit. the sequence >(J is convergent and lim = u>.
 Then u is the positive root of the equation :

 tn+1 - an+iť - antn~l - ... - a2t - = 0.

 Proof. From (2.6) we obtain

 lnUn+,+i Ine* , ^ > In u8+i
 hm -r

 *-*<*> In un+9 *-+<» In un+s gj i-co lnu,+n

 Taking into account the equalities

 lim ^nC* = 0 and lim |n u*+ ś = _ 1_ _ ¿ = q n
 9-+CO In Un+a *->oo In un+a fjn~t

 we obviously have

 »=o w

 i.e.,
 u;n+1 - an+iwn - an a/1-1 - ... - a2a; - c*i = 0. □

 In the following we shall consider the equations:

 (2.7) P (t) = ín+1 - on+1tn - antn~l - ům. - a2t - a, = 0;

This content downloaded from 188.27.131.245 on Wed, 21 Feb 2024 08:51:16 +00:00
All use subject to https://about.jstor.org/terms



 110

 (2.8) Q(t) = í"+' - û,r - ají-1 - ... - Q„ť - an+, = 0;

 (2.9) R(t) = í"+1 - atlt" - - ... - o,nť - ûln+1 = 0,
 where we shall suppose that ai,«2, ...,an+i satisfy

 n+1

 (2.10) a¡ > 0 i = l,n + l, £ a, > 1
 1=1

 (2.11) an+i > an > ... > c*2 > «1,

 1*2, ¿2» ¿n+i being an arbitrary permutation of the numbers 1,2, ...,n -f 1.

 Lemma 2.3 //ai,a2, ...,an+i satisfy conditions (2.10) then any of the equations
 (2.9) has a unique solution lj > 1. Moreover, if (2.11) holds and xoe denote by
 a,b+c the positive solutions of (2.7) , (2.8) and (2.9) then

 (2.12) 1 < b < c < a,

 i.e. equation (2.7) has the greatest positive solution.

 Proof. Consider one of the (n + l)! equations of the form (2.9), denote by s
 the greatest natural number for which at, ^ 0, i.e. al|+1 = a1#+2 = ... = a,n+1 == 0

 R (t)
 and consider the function v? ~ (t) v 7 = - ~ v 7 ¿n-H-l

 We have <p (1) = 1 - atl - a,2 - ... - <0 and lim <p(t) = -foe, whence
 it follows that the equation R(t) = 0 has a solution greater than 1. Since the

 R(t'
 function iļ> (t) = Ł is increasing in the variable r = r > 0 it follows that
 this solution is unique.

 In order to prove (2.12) it will suffice to show that R(b) < 0 and R(a) > 0.
 Indeed, since Q (b) = 0, we have:

 R(b) = R(b) -Q(b) = (a± - ah ) bn + (a2 - at2 ) bn~l -f ... + (an - ain) b + an+i -
 = (6 - 1) [(ūļ - a, j ) 6n_1 + (ax +a2- aix - ah) bn~ 2 + ...+

 + (ai + 02 + ••• + i - atļ - a,-2 - ... - a,n_t) 6-1-
 + (ai 4- «2 + - + «n - - at2 - ... - a, -J],

 whence it follows that R ( b ) < 0, since b > 1 and the inequalities

 fli + a2 + + «5 - «»! - a.'a - ... - at. <0, s = Ī7n

 hold.

 The inequality R (a) > 0 is proved in a similar manner.O
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 3 Iterative methods of interpolatory type
 It is known that most oř the iterative methods axe obtained by inverse interpola-
 tion of Lagrange, Taylor or Hermite type.

 Let F = / (/) be the image of I by /. We shall suppose that / is derivable
 on / up to the order n + 1, and f'(x) / 0 for all x 6 L It then follows that
 f : I -* F is invertible, so there exists /"* : F - ► /. It is obvious that if x is the
 solution of (2.1) then
 (3.1) x = f~1( 0).
 In order to determine an approximation x of x it is sufficient to determine a

 function h which approximates on a neighborhood of y = 0.
 If

 (3.2) ri(y) = h(y) + R(f-'y), VyèVo,
 then we can consider that x « x with the error

 (3.3) 'x - x] = ļfž (/-'0)| , where x = h( 0) .
 A simple and efficient method for constructing functions that approximate

 f'1 on Vo is the inverse interpolation. The most general method of this type is
 the method that lead us to the Hermite inverse interpolatory polynomial.

 Ia order to construct the Hermite inverse interpolatory polynomial in its most
 general form we must know both the values of /_1 and the values of the derivatives
 of r1 at some precized points from Vo.

 Concerning the succesive derivatives of /-1 we shall rely ou the following
 lemma;

 Lemma 3.1 [6]. if f : I -+ F is derivable up to the order n + 1 and f (ar) ^ 0
 for all x € Ī, then there exists f~l : F -*■ I and the following equality holds:

 (3 (3.4) 4) f [f f~'ìW ) (y)-^ ftiì - y ~ ~ 2) (-1)**" 1 TT { /(j) (a)' ' (3 (3.4) 4) f [f f~'ìW ) (y)-^ ftiì - y Í2!¿3LtV[/,(l)r> TT 11^ j .

 where y - f (z) and the aķove sum extends on all nonnegative integer solutions
 of the system

 f ¿2 + 2t3 ~l~ 3¿4 -f ... 4* (k - 1) ik - & ~ 1

 ' ¿1 + *2 "f ... + ú = k - 1.

 Let Xi € I, í = l.n + 1 be n 4- 1 interpolation nodes and «1,^2, 1 > 15
 77. + I natural numbers. Denote by m -f 1 their sum:

 (3.5) Oļ -4- n2 ~4- --- -4- ~ 'W- 4- 1.
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 We also denote = /(x¿) , i = 1 ,n -f 1 and so /~ł (y,) = z¿.
 For the construction of the Hermite inverse interpolatory polynomial we con-

 sider as interpolation nodes the numbers y, € F, i = l,n + 1, and we need a,
 polynomial

 (íři,ai;y2,a2; ••Mířn+ijOn+i)/-' 'y) = H (y)
 which satisfies

 (3.6) H(lì (y,) = (Z-')0' (y.) , i = M, - 1, t = l,n + 1.

 It is well known that such a polynomial has the following form

 H (yi,oi;yj.aj;-;»n+i,«B+i;/-1 1 v) =

 n+l ogl ļ(j) / ' _1_ ( [ (v-V.)"'] (*> h ko ko ļ(j) k'J' [ (v-V.)"'] "{y) U=y.

 where
 »+1

 (3.8) ^(y) = Il (y-».)"' •
 ¿=1

 The following equality holds;

 (3.9) /_1 (y) = H (yi,a1;y2,a2;...-,yn+uan+í;f-1 |y) + ß(/_1,y)

 where

 0 being a point belonging to the smallest interval determined by the points
 Vi Uh Vìi y»+i-

 From (3.7), for ai = = ... = an+ļ = 1, there is obtained the Lagrange
 inverse interpolatory polynomial, i.e.

 t ( r-i ' v^1 ( y )

 and for n = 0, again (3.7) gives the Taylor inverse interpolatory polynomial:

 T (yi, /_1y) = ¿ 4 (/_1)0> (»0 (f - fi)' •
 j=OJ'
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 Let xSl xs+i, x8+n e J be n + 1 approximations for the solution x of equation
 (2.1). Then another approximation £,+n+i can be obtained by

 (3.11) = H flļj Î/3+I7 a2ì •••} Vs+ny an+l ì f I 0^ 1 3 = 1,2,...

 where the function H is given by (3.7) and the polynomial u„ is given by

 n+a

 (») = Il (f ~ y')*4 ' s = 1,2,... .
 i- a

 It can be easily seen that, taking into account (3.9),

 (3.12) |/(xn+,+1)| = '}'(ß.)' , « = 1.2,...,

 if the equence ( xp)p>0 is generated by (3.11). For all 3 > 1, the numbers Bš belong
 to the smallest interval determined by 0, yt1 ya+ij - iVa+n and ßa are numbers
 belonging to the open intervals determined by x and xfi+n+i.

 / r_ļv(m+l) /0 X
 Supposing that c, = 'f (ßs)' .

 (m + 1)1
 ses of Lemma 2.2 and, moreover, Hm f (xs) = 0, then, taking into account Lemma

 2.1, it follows that the convergence order of method (3.11) is given by the positive
 solution of equation

 (3.13) r+1 - an+lť - antn~l - ... - a2t - ax = 0.

 If ai = ü2 = ... = fln+i = q, then the corresponding iterative method from
 (3.11) has the convergence order u;n+1 (9) given by the positive solution of the
 equation:

 /»+1 - qtn - qtn~i - ... - qt - q = 0.

 In [5] there is shown that the number u)n (q) satisfies

 a') (q) < w„+i (9) n - 1, 2, ...;

 t/) max{9,a±l(i + 1)} < a;n+1 (q) < q + 1;

 c') limu;« (?) = ?+ 1.

 For the properties a') - d) can be found in [3]
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 For n = 0, the corresponding iterative method has the form

 *.+1 = X. - + j¡ (/-')" + ...

 + (~i)m à (/-')(m) M r (*.) . » = i. 2.

 i.e., the Chebyshev method, it can be easily seen that the convergence order of
 this method is m + 1.

 We propose ourselves to find bounds for the convergence order uj of (3,11), i.e
 for the solutions of (3.13). First we shall prove the following lemma.

 Lemma 3.2 The positive root, u of equation (3.11) satisfies

 (3.14) ( m -f 1)" '< u; < 1 + ma^c {a,} ,
 where

 m + 1
 a =

 (n + 1) (m + 1) - ¿ (ť - 1) ūi
 i=i

 Proof. Let ß = (m -f l)a and Pn+ļ (í) = in+1 - an+itn - ... - 0,2t - ai. For the
 first part of inequality (3.14) it will suffice to show that Pn+1 (ß) < 0. Using the
 inequality between the geometric and the arithmetic mean, i.e.

 "A1 «¿-*
 Ļ, Pi<*i /n+i ' ¿ p%

 ^r¡ - > n^ r1 > > °> P' 5 0, i =
 E pí Vi=1 ' i=l
 t=l

 we obtain

 n-M

 n+1 Ea«a,_1 n± 1
 Pn+1 (ß) = /?»+' - E «i/9-1 = ßn+l -

 •=' E" i=l

 ïi+l 1

 (n+1 e «.j ' ( /n+1 n /?(,-1)a,J , ' « Y]«, = /?n+1 - (m + 1) ( /n+1 n v ' ÎS+T 1 (n+1 e «.j ' ( /n+1 n /?(,-1)a,J , ' « = /?n+1 - (m + 1) ( /n+1 n v ' ÎS+T = o,

 for ß = (m -f l)a.
 For the second inequality in (3.14) it easily comes that Pn+' (a) > 0 for

 a - 1 -f max {ai). 1 J i<;<n+i 1 J
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 4 Interpolatory methods having optimal con-
 vergence order

 To each permutation of the set {1,2, ...,n + 1} there corresponds an iterative
 method of the form

 ^ 2^ •ť»+2 ^ H (î/»n û»lî í/tjí ö»2> •••? y*n+n a*n+l î / û)
 ■^n+i f2 ^ (y«l+«ł ) y»2+< j ^'2' •••'» f*n+l+H ®«n+l » / ł ^ 1>2,-..

 There are (n H- 1)! iterative methods. Lemma 2.3 offers the possibility to
 establish which method of the form (4.1) has the optimal convergence order.

 Theorem 4.1 Among the (n + 1)! iterative methods of the form (4.1) the method
 with the highest convergence order is the one for which

 ß»i fl¿ 2 - - a*»+i-

 Thc proof of the above theorem is obtained as a directly consequence of
 Lemma 2.3.

 In the following we shall apply the results of Theorem 4.1 to a particular case.
 For n = 1, by (3.11) we obtain two iterative methods:

 (4 2) Xs = H ' ay î V2ì Ö2' ' Xu X2 e Vì ~ f ^ ' V2 = ^ ^
 xn+1 =žr(yn_i,a1;j/n,a2;/"10), n = 3,4,....

 and

 /.ox «3 = //(^,a2;y2,ai;/~ł0), xx,x2 € /, yi=/(*i), y2 = f(x2).
 *n+i = H(yn-1,a2;yn,al;f-1Q), n = 3,4,.

 The convergence order u>' of method (4.2) is given by the positive solution of

 t2 - a2t - ai = 0

 and for (4.3) the convergence order is the solution of

 t2 - Qi t - a2 = 0.

 It is easily seen that if a2 > a' then u?2 < u>i, and so the iterative method
 (4.2) has a greater convergence order than the one of (4.3).
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