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The quasi-Newton method and the inexact Newton method are classical models of Newton iterates which take into account
certain error terms. We have recently introduced the inexact perturbed Newton method, which takes into account all the
possible sources of perturbations. We show that these models are in fact equivalent, in the sense that each one may be used to
characterize the high convergence orders of the other two.

1 The equivalence of the inexact and quasi-Newton methods

Let F (x) = 0 be a nonlinear system, with F : D ⊆ R
n → R

n. The local convergence of the Newton iterates

F ′(xk)sk = −F (xk), xk+1 = xk + sk, k = 0, 1, . . . , x0 ∈ D,

is studied under the following usual conditions (which will be implicitly assumed hereafter):
- there exists x∗ ∈ intD such that F (x∗) = 0;
- the mapping F is Fréchet differentiable on intD, with F ′ continuous at x∗;
- the Jacobian F ′ (x∗) is invertible.
Given a norm ‖·‖ on R

n, these hypotheses assure the existence of a radius r > 0 such that the Newton iterates converge
q-superlinearly to x∗ for any initial approximation x0 with ‖x0 − x∗‖ < r [8, Th.10.2.2] (see also [10, Th.4.4]):

lim sup
k→∞

‖xk+1−x∗‖
‖xk−x∗‖ = 0, (assuming xk �= x∗ for all k ≥ k0),

also denoted by ‖xk+1 − x∗‖ = o (‖xk − x∗‖) , as k → ∞.
In the practical applications, there are used mainly two models of perturbed Newton iterates: the quasi-Newton (QN) and

the inexact Newton (IN) method

Bksk = −F (xk) ,

F ′(xk)sk = −F (xk) + rk.

The first model assumes the use of perturbed Jacobians, while the second assumes that at each step the correction sk is only
approximately determined (i.e., having nonzero residual rk). The superlinear convergence (as well as the q-orders p ∈ (1, 2])
of these methods was characterized by Dennis and Moré, respectively Dembo, Eisenstat and Steihaug.

Theorem 1.1 ([4]) Consider a sequence (Bk)k≥0 ⊂ R
n×n of invertible matrices and an initial approximation x0 ∈ D. If

the QN iterates converge to x∗, then they converge superlinearly iff

‖(Bk−F ′(x∗))(xk+1−xk)‖
‖xk+1−xk‖ → 0, as k → ∞. (DM)

Theorem 1.2 ([3]) If the IN iterates converge to x∗, then the convergence is superlinear iff

‖rk‖ = o
(‖F (xk)‖), as k → ∞. (DES)

Denoting ∆k = Bk − F ′ (xk), the quasi-Newton iterates are transcribed as (QN’):

(F ′ (xk) + ∆k) sk = −F (xk) .

The following two results show the connection between the conditions for the superlinear convergence of the two methods.

Theorem 1.3 ([2]) If the QN’ iterates are written as IN iterates,

F ′(xk)sk = −F (xk) − ∆ksk,

then the (DES) condition for these resulted iterates is equivalent to the (DM) condition for the initial QN’ iterates.
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Let ‖ · ‖2 denote the Euclidean norm.

Theorem 1.4 ([2]) If the IN are written as QN’ iterates,(
F ′ (xk) − 1

‖sk‖2
2
rkst

k

)
sk = −F (xk) ,

then the (DM) condition for these resulted iterates is equivalent to the (DES) condition for the initial IN iterates.

2 The inexact perturbed Newton method

In [1] we have considered the inexact perturbed Newton (IPN) method and characterized its superlinear convergence:

(F ′ (xk) + ∆k) sk =
(− F (xk) + δk

)
+ r̂k.

Previous results contained only sufficient conditions. The elements ∆k ∈ R
n×n represent perturbations to the Jacobians,

δk ∈ R
n perturbations to the function evaluations, while r̂k ∈ R

n are the residuals of the approximate solutions sk of
the resulted perturbed linear systems. The perturbation terms may contain errors resulted from floating point representa-
tion/arithmetical operations, so this model may be conceived to contain all sources of perturbations. In [1] we have assumed
that the perturbed Jacobians are invertible. This condition may be relaxed, and one can assume just that the perturbed linear
systems are compatible (i.e., the iterations are well defined):

Theorem 2.1 ([2]) If the IPN iterates are well defined and converge to x∗, then the convergence is superlinear iff

‖−∆ksk + δk + r̂k‖ = o
( ‖F (xk)‖ )

, as k → ∞.

As shown in [2], the (DM) and (DES) conditions may be retrieved from the above one; on the other hand, the IPN iterates
may be regarded as IN iterates, so it follows that the conditions characterizing the high convergence orders of the QN, IN and
IPN methods are equivalent.

The above result can be successfully applied to characterize the convergence of some Newton-Krylov methods. Let

Au = b, A ∈ R
n×n nonsingular, b ∈ R

n,

and consider an initial approximation u0 to the exact solution u∗ = A−1b. Denote Km := span{r0, Ar0, . . . , A
m−1r0},

1 ≤ m ≤ n, where r0 := b − Au0.
The GMBACK algorithm [5] finds uGB

m ∈ u0 + Km as argmin for (i.e., minimizes the backward error in A)
∥∥∆GB

m

∥∥
F

= min
um∈u0+Km

‖∆m‖F w.r.t. (A − ∆m)um = b,

where ‖ · ‖F denotes the Frobenius norm. Depending on the parameters, the above problem may have a unique, several ones,
or no solution at all. Therefore, Theorem 1.1 is not the best choice (whereas Theorem 2.1 is) for characterizing the superlinear
convergence of the Newton-GMBACK iterates, when written in the QN form

(
F ′(xk) − ∆GB

k,mk

)
sGB

k,mk
= −F (xk).

The same holds for the MINPERT method [6] which finds uMP
m as argmin for (i.e., minimizes the joint backward error)

∥∥[∆MP
m δMP

m ]
∥∥

F
= min

xm∈x0+Km

∥∥[∆m δm]
∥∥

F
w.r.t. (A − ∆m)xm = b + δm.
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